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Background

Whereas the first automatic planning and scheduling systems were designed
to run in an off-line setting (planning/scheduling and execution performed in
sequence), current systems are frequently designed to run in an on-line set-
ting (planning/scheduling and execution running concurrently). Application
domains include manufacturing processes, supply chains, workforce organiza-
tions, power or communication networks, air or ground transportation, robot
control, autonomous spacecraft, and unmanned air vehicles.

New requirements and new technical challenges arise in such a setting.
Among them:

e the planning/scheduling problem is no longer a static problem; it be-
comes a dynamic problem, with typically small changes in the defi-
nition of the instance to solve between successive calls to the plan-
ning/scheduling function;

e new requirements appear, such as robustness and stability in the face
of modeling uncertainties and unexpected events that may occur dur-
ing execution; these requirements must be combined with the usual
requirement of producing a plan/schedule of the best possible intrinsic
quality;

e hard and soft constraints on the ¢time taken by the planning/scheduling
function are introduced, requiring the planning/scheduling module to
monitor and control its reasoning process;

e it becomes necessary to take into account inside the planning/scheduling
reasoning the time at which the plan/schedule will be provided and ex-
ecuted.

Topics of interest

The workshop will focus on these requirements and the various ways of sat-
isfying them. Topics of interest include:
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analysis of the on-line setting and of the new arising requirements;
planning/scheduling as a dynamic problem: methods and algorithms;
reactive planning/scheduling; repair-based planning/scheduling;

plan/schedule quality, robustness and stability: how to define, to com-
bine and to optimize them?

planning/scheduling at various abstraction levels with various temporal
horizons,

constraints on the time taken by the planning/scheduling function :
what are they? how to set and to meet them?

control of the planning/scheduling reasoning; what trade-offs exist be-
tween quality and time?

reasoning about time and within time;
what trade-offs exist between off-line and on-line computing?

task sharing and interactions between the planning, scheduling, and
ezecution functions;

validation and assessment of an on-line planning/scheduling system;

real-world on-line planning /scheduling applications; selected approaches,
implementation issues, experimental results, comparisons between ap-
proaches or implementations.

Organization

This workshop is both an AIPS 2002 workshop and a workshop of the
TCU (Technical Coordination Unit) On-line Planning and Scheduling of
the PLANET network (European Network of Excellence in Artificial In-
telligence Planning). It has been significantly sponsored by PLANET (see
http://www.planet-noe.org/).
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Technologies for Dynamic Scheduling

Stephen F. Smith
The Robotics Institute
Carnegie Mellon University
sfs@cs.cmu.edu

The practical goal of scheduling is to orchestrate an optimized behavior of some resource-limited
system or organization over time. This goal is complicated in dynamic domains, where evolving
execution circumstances tend to force changes to planned activities, and hence plans and schedules
have a limited lifetime. In such domains, the problem becomes more than a classical optimization
problem, and the design of effective solutions must address several additional complications. For
example:

e How to manage solution change - As execution events (e.g., unexpected outcomes, new re-
quirements) signal the need for reassessment and revision of the current solution, there is
usually also contradictory pressure to keep things the same. Once wheels have been set in
motion there is generally a cost in changing course, and this fact must be accounted for during
any re-optimization effort.

e When to optimize and when to hedge - though optimized performance is the goal of advance
planning and scheduling, highly optimized plans/schedules tend to be very brittle. On the
other hand, the construction of plans/schedules that hedge against uncertainty and ensure
executability typically guarantee very little in the way of optimized system behavior. How
does one get an optimizing behavior while avoiding jitter and keeping pace with execution?

e When to plan and when to react - Similarly, depending on the level of unpredictability in
the operating environment, it may be more or less productive to plan and schedule in ad-
vance. However, event-based execution policies are susceptible to sub-optimal (and sometimes
chaotic) decision-making.

In this talk, I will describe ongoing research aimed at answering these questions in different ap-
plication contexts and, in the process, developing core techniques and tools for dynamic scheduling.
For the past several years, we have been developing search procedures and heuristics for controlled,
incremental solution change. These techniques have been embedded in a now-operational tool for
day-to-day management of airlift and tanker missions at the USAF Air Mobility Command; and
another current project is integrating the same core technology with a commercial Manufacturing
Execution System for use as a dynamic shop-floor control system. I will summarize the principles
underlying this approach and indicate current research toward complementing this incremental
change framework with capabilities for retaining execution flexibility. I will also discuss other re-
cent ideas and work toward the development of so-called self-scheduling systems, which rely on
local but adaptive scheduling policies to achieve globally optimizing behavior. Along the way, 1
will give my views of the principal challenges that remain.






Anticipatory Scheduling for Dynamic Job Shop Problems

Jirgen Branke
Univ. of Karlsruhe, AIFB, 76131 Karlsruhe
<j br @i f b. uni - karl sruhe. de>

Abstract

Many real-world optimization problems change over time
and require frequent re-optimization. We show that in these
cases the overall system performance can be improved by
anticipating the necessity to adapt a solution in the future.
Therefore the optimization algorithm should search for solu-
tions that are not only good, but also flexible, i.e. easily ad-
justable if necessary in the case of problem changes.

For the example of a job shop with jobs arriving non-
deterministically over time, we demonstrate that the incor-
poration of a flexibility term as secondary goal into the evo-
lutionary algorithm used for scheduling can greatly enhance
performance.

Introduction

Many real-world optimization problems are dynamic and
stochastically change over time. One standard approach to
deal with such a dynamic problem is to constitute and solve
a new deterministic sub-problem every time the problem
data changes. However, considering the sub-problems as be-
ing completely independent disregards the impact a solution
may have on the system’s state, and thus on the problems en-
countered in the future. In this paper, we make the following
conjecture:

If a problem requires sequential decision making under
an uncertain future, and if the decisions impact the future
state of the system, an optimization algorithm should antic-
ipate future needs. This can be done by not just focusing on
the optimization criterion at hand, but by additionally try-
ing to move the system into a flexible state, i.e. a state that
facilitates quick adaptation if necessary.

We are going to examine this conjecture, considering
a minimum summed tardiness job shop scheduling prob-
lem with new jobs arriving non-deterministically over time.
Clearly, the scheduling decisions influence the shop floor’s
future state, e.g. its work in process, the interdependencies
between jobs, or the distribution of machine idle times.

As we will demonstrate, the state’s flexibility in a job shop
is largely determined by machine capacity, and can be ef-
fectively preserved by avoiding early idle times. Therefore
the evolutionary algorithm used in this research integrates a

Dirk C. Mattfeld

Univ. of Bremen, FB 7, Box 330440, 28334 Bremen

<di rk@i f b. uni - bremen. de>

secondary goal, penalizing early idle times, into the objec-
tive function. We then show empirically that such an antic-
ipatory scheduling can greatly improve the system’s perfor-
mance when applied in a dynamic shop floor environment.

For an early investigation of scheduling with a rolling
time horizon on a minimum summed tardiness job shop
problem see (Raman & Talbot 1993). The shorter the
rescheduling-interval is chosen, the more responsive the ap-
proach becomes as information is taken into account earlier.
Previous work (Adam & Surkis 1980; Farn & Muhlemann
1979; Muhlemann, Lockett, & Farn 1982) suggests that an
increasing rescheduling frequency can improve the schedul-
ing performance. (Yamamoto & Nof 1985) propose event
triggered rescheduling, i.e. deterministic sub-problems are
created as soon as new jobs arrive in the manufacturing sys-
tem. (Church & Uzsoy 1992) have demonstrated the ad-
vantages of event triggered rescheduling over interval based
rescheduling. (Fang & Xi 1997) propose a combined tech-
nique which performs event based rescheduling in case of
machine breakdowns and interval based rescheduling to
cope with the arrival of new jobs.

If either the problem changes so quickly that the re-
quired frequency for generating global schedules becomes
prohibitive, or if the problem changes so drastically that no
meaningful information can be obtained from pre-schedules,
priority based dispatching offers a serious alternative. Be-
cause only up-to-date local information is taken into account
priority based dispatching is an obvious candidate for dy-
namic scheduling problems (Panwalkar & Iskander 1977;
Morton & Pentico 1993). On the other hand, this approach
is limited by the lack of a global goal function used for op-
timization. As a remedy (Kutanoglu & Wu 1998) suggest to
combine global optimization with local dispatching by de-
termining job priorities on a global level beforehand, while
deferring the priority driven dispatching as long as possible.

None of the approaches described so far anticipates fu-
ture changes. Anticipating future events is required when
searching for robust schedules, i.e. when a schedule’s ex-
pected quality in an uncertain environment is optimized.
Examples include the work by (Leon, Wu, & Storer 1994)
who derive an explicit measure for robustness, or (Jensen
2001), who uses a stochastic evaluation as part of an evo-
lutionary algorithm. (Mehta & Uzsoy 1998) produce ro-
bust schedules by inserting idle-times in anticipation of ma-



chine breakdowns. But while robustness is required for so-
lutions that are assumed to persist unchanged, in this pa-
per we seek flexibility, i.e. we assume the necessity of re-
peated adaptations of a solution (Branke & Mattfeld 2000;
Branke 2001). These two aspects are not necessarily unre-
lated, as (Jensen 2001) has observed that robust solutions are
often also flexible.

Only recently, the authors have proposed to penalize ma-
chine idle-times in the objective function of the scheduling
algorithm in order to maintain flexibility with respect to the
arrival of future jobs (Branke & Mattfeld 2000). This ap-
proach tends to exhaust machine capacity and withholds ma-
chine idle-time in anticipation of future demand. An attempt
to make the penalty term subject to evolutionary optimiza-
tion has been made by (Snoek 2001), with limited success.
In this paper, we discuss our approach much more thor-
oughly, with more empirical evidence and from a fresh and
clearer perspective. We show that anticipatory scheduling
provides excellent scheduling performance in an inexpen-
sive and immediate way.

Dynamic Job Shop Scheduling

We consider a dynamic job shop problem where n jobs are
to be processed on m machines. The processing of a job on a
certain machine is referred to as operation. Processing times
are deterministic such that the processing times of opera-
tions belonging to job i add up to the job’s total processing
time p;. Every job is processed in a prescribed technological
order which does not necessarily cover all machines. A job
can be processed by one machine at a time only and one ma-
chine can process just one job simultaneously, preemption is
not allowed.

Due-dates d; indicate the point in time at which a job
should be completed, the actual time c; of completing job i,
however, is subject to optimization. The spread between the
actual and desired completion time is taken into account by
minimizing the mean tardiness T = £ 7, max{c;—di,0}.

Jobs become known non-deterministically over time
which implies that job i cannot start before its release at
arrival time ri. The inter-arrival times of jobs in the man-
ufacturing system affect its workload, i.e. the number of op-
erations in the system which await processing. The mean
inter-arrival time A can be determined by dividing the mean
processing time of jobs P by the number of machines m and
a desired utilization rate U, i.e. A = P/(mU). A utilization
rate of U = 0.7 represents a relaxed situation of the manu-
facturing system. A moderate load is produced by U = 0.8
whereas a utilization rate of U = 0.9 corresponds to a heavy
workload. We simulate a simplified manufacturing system
as follows:

e The manufacturing system consists of 6 machines.

e Each job passes 4 to 6 machines resulting in 5 operations
on average.

o Technological orders are generated from a uniform prob-
ability distribution.

e Processing times of operations are uniformly distributed
in the range of [1,19] resulting in a mean processing time

of P=5-10.
o Relatively tight due-dates are generated by di =ri +2- p;.

e Inter-arrival times are exponentially distributed with
mean A.

A problem instance consists of 500 jobs. In order to cir-
cumvent distortion effects we discard jobs 1 to 100 as well
as jobs 401 to 500 from being evaluated (Bierwirth & Mat-
tfeld 1999). Consequently, the empirical results presented
in this paper are calculated as T observed for job 101 to job
400 averaged over 30 different problem instances.

Evolutionary Algorithms for Dynamic
Scheduling

Most EA approaches to scheduling problems (and also the
one we are using in this paper) encode solutions by priori-
ties for operations (Cheng, Gen, & Tsujimura 1999). In or-
der to determine the fitness of an encoded solution, a sched-
ule builder constructs a schedule by consecutively inserting
operations along the time axis. Whenever two or more oper-
ations compete for a machine, the conflicts are resolved by
the encoded priority scheme.

A schedule builder operates by iteratively considering ma-
chine M’ with the earliest possible starting time t’ of an oper-
ation. For non-delay schedules one of the operations queued
in front of M’ is picked for dispatching which can start at
t =t’, i.e. a machine is never kept idle when there is an op-
eration that might be started. To produce active schedules,
an operation is determined on M’ with a minimal possible
completion time ¢”. Here, an operation is dispatched on M’,
which can start in the interval t’ <t < c¢”. Furthermore we
can think of hybrid schedules, simply by considering the in-
terval t’ <t <t'+ (c” —t")dwith & € [0,1] defining a bound
on the time span a machine is allowed to remain idle (Storer,
Wu, & Vaccari 1992).

Active schedules allow for additional machine idle-time
and therefore the set of active schedules is larger compared
to the set of non-delay schedules. It is possible to scale
the size of the set of hybrid schedules by means of 8. On
one hand, the additional possibility of inserting idle times
in active schedules may be beneficial, e.g. when a machine
is deliberately kept idle for a short time to wait for an ur-
gent job. On the other hand, for regular measures of per-
formance, additional idle time often reduces the quality of
the schedule, and there is evidence that non-delay sched-
ules perform much better on average (Norman & Bean 1997;
Bierwirth & Mattfeld 1999). Concerning the optimal so-
lution, it is known that there is at least one optimal active
schedule, while there is not necessarily an optimal non-delay
schedule.

As default we use a schedule builder that generates ac-
tive schedules (& = 1.0) while the effect of hybrid sched-
ule builders is examined in Section . Besides the above de-
scribed components, standard EA settings are used in this
research. Selection is based on inverse proportional fitness,
the recombination probability is 0.6 and the mutation proba-
bility is set to 0.1. We use generational reproduction with an
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Figure 1: Assuming the performance of both schedules being equal, the schedule depicted in Gantt-chart (b) may be favored

because it preserves idle-time of machine M2 longer.

elitist strategy which ensures that the overall superior solu-
tion always survives to the next generation. An EA run con-
sists of 100 generations with a population size of N = 100.

To apply an EA, the problem is decomposed into a series
of static sub-problems on the basis of a rolling time horizon
with event-triggered rescheduling. When new jobs arrive
at time t, operations already scheduled to start before t are
considered as implemented and are consequently discarded
from further consideration. Since non-preemptive schedul-
ing is assumed, the set of already implemented operations
includes the ones currently processed.

For the new problem to be constructed, release times of
jobs r are re-set to t or, in case of a currently processed
operation, to its prospective completion time. Additionally,
the time of the earliest availability of machinesa; (1< j <
m) is re-set to t, or if it is currently busy, to the completion
time of the associated operation. Finally the newly arrived
jobs are added to the problem.

A Flexibility Measure for Job Shop Problems

In this section, we describe the implementation of an antici-
pation term. According to the conjecture made in the intro-
duction, schedules derived in a rolling time fashion should
not only obey a prescribed performance criterion but should
additionally take into account a flexibility measure. The so
generated flexible schedules should be easier to adapt after
the arrival new jobs, resulting in an improved performance
over time (Branke & Mattfeld 2000).

Consider the simple example depicted in Figure 1: Let
the due date for both jobs be att = 9, i.e. the two alterna-
tive schedules (a) and (b) yield the same tardiness of 1 time
unit. Nevertheless, the schedules differ in their distribution
of machine utilization. When a new job arrives, it is likely
that schedule (b) will be able to integrate it more easily, as
machine M2 becomes available earlier than in schedule (a).

Thus, by taking into account the times when the operations
are processed, the system’s flexibility may be increased.

With this introductory example in mind, we are going to
reason what measurable aspects of a manufacturing system’s
state can have an impact on the system’s flexibility, before
we are going to integrate these aspects by modifying the ob-
jective function of the optimization algorithm.

Let us first review and comment on some aspects dis-
cussed with respect to the relationship between static and dy-
namic vehicle routing. Among other topics (Psaraftis 1988)
argues that in the dynamic case (1) time dimension is es-
sential, (2) resequencing decisions may be warranted, (3)
near-term events are more important, and finally, (4) queu-
ing considerations become important. In the following we
discuss (1)—(4) in the context of dynamic scheduling in or-
der to derive methodological implications.

1. We can identify a subtle difference between static and
dynamic scheduling with respect to the consideration of
time. In the static case, the problem is fully defined and
the solution quality is fully described by the performance
measure under consideration. In other words, machine
idle-times are inserted as desired in order to obtain a
schedule of optimal performance. In the dynamic case,
the problem and thus the perception of what constitutes a
good solution changes over time. In fact, there is no war-
ranty that a sequence of optimal static schedules yields
optimality also for the overall dynamic problem, there-
fore measures leading to an improved solution quality of
the static problem will not necessarily be beneficial from
a global perspective. The insertion of idle-times may lead
to a waste of machine capacity, potentially causing future
bottlenecks.

2. Whenever new jobs arrive in the dynamic case, the system
benefits from rescheduling as it integrates new informa-
tion as early as possible. We construct the next static prob-



lem from the the newly arrived jobs and from the backlog
present at the current state of the system. The backlog
is actually re-scheduled, although its dedicated machine
idle-times may have already been partially implemented.
Thus rescheduling might make the original reason for in-
serting idle-times obsolete, leading to a further potential
waste of machine capacity.

3. In a non-deterministic shop floor environment the opera-
tion of a certain job on a machine may be re-scheduled
many times, but events scheduled early have a higher
probability of being actually implemented before the next
change, and are thus more certain than events scheduled
later. Whenever machine idle-times are implemented,
they are in danger to become a waste of machine capac-
ity. Therefore, early machine idle-times should receive
particular attention.

4. Because of the missing time horizon in static schedul-
ing, a priori no machine utilization rates or queue lengths
are considered. In dynamic scheduling the arrival process
of jobs determines the long-term machine utilization, ap-
proximated by the ratio of processing times of jobs ar-
rived and the time of machine availability in the arrival
span considered. The already discussed waste of machine
capacity due to the implementation of machine idle-times
increases work in process which in turn decreases flexi-
bility.

The above discussion reveals important differences be-
tween static and dynamic scheduling: Idle times in general,
but early idle times in particular, may have a substantially
negative effect on a system’s flexibility. Clearly, when there
is a choice between two schedules with equal quality accord-
ing to the static goal, but unequal distribution of idle times,
the schedule with less early idle time should be preferred.

We take a rather pragmatic approach to implement the
above ideas: in addition to the standard quality measure (in
this case mean tardiness of jobs T), we introduce an idle
time penalty S. Since we expect “early” idle-times to be of
particular importance for dynamic scheduling, the penalty
decreases linearly with the time t of its occurrence in the
schedule, i.e.

w; (1) 0 : otherwise

{ max{0,1-t/(B—a;)} : B> aj

evaluates idle-time on machine j at time t = a; with
weight 1.0 and idle-time at time t > 3 with weight 0.0, where
[ is a user-defined parameter denoting the length of the in-
terval considered. We calculate S by summing up weighted
idle-times over the machines 1 < j <m.

An appropriate scaling of T against S can hardly be de-
rived analytically. Fortunately, the evolutionary algorithm
used for optimization always maintains a population of so-
lutions, which can be used to normalize both terms inde-
pendently to the interval [0,1] on the basis of minima and
maxima observed in the population. As the evolutionary al-
gorithm’s population changes over time, the normalization
adapts accordingly. The fitness fyx of schedule/individual
k (1 <k < N) is constructed from a convex combination

of both normalized terms with the parameter o being the
weighting factor:

fu=(1-a)T +a$

with
- _ Te=min{Tj} = Lo
T = maX|JlET|}—:T1in:{T|} max| {TI} > miny {T|}
0 : otherwise
Smin{§ _
s = | mmisioearsy 0 max{S}>min{s)
0 otherwise

With o = 0.0 the schedule’s idle-time is not considered at
all, whereas with a = 1.0 the tardiness does not contribute
to fi.

In this section we have argued that the insertion of ma-
chine idle-times can decrease flexibility in many cases. In
Section we have pointed out that the insertion of idle-times
also can increase efficiency. The remainder of this paper
is devoted to a computational investigation on the role of
machine idle-times in dynamic scheduling. We investigate
whether an increase of flexibility without loss of efficiency
is possible and furthermore whether an increase of flexibility
can even improve scheduling efficiency.

Maintaining Flexibility by Anticipatory
Scheduling

In this section, we evaluate the benefits obtainable by the
suggested anticipation term. We examine its robustness with
respect to several parameters. Furthermore we show how
modifications effect the work in process, i.e. the average
number of operations in the production system.

The anticipation term suggested is parameterized by the
length of the time interval considered (), and the empha-
sis on idle time (a). In order to examine the interaction
between a and B, as well as their impact on the system
performance under different load conditions, we run experi-
ments for three different load conditions U € {0.7,0.8,0.9},
in each case varying o € {0.000,0.125,...,0.750} and B €
{10,30,...,130}. The largest  value of 130 approximately
corresponds to the mean time of 10 job arrivals for U > 0.7,
which seems to be a reasonable upper bound. For each com-
bination of U, a and 3 the average over 30 different problem
instances is reported. Together, a total of 3-7-7-30 = 4410
runs are performed.

The results observed are given in Figure 2. In order to
focus on the mean tardiness while varying a and 3, the per-
centage of improvement over T observed for a = 0.000 is
reported, i.e. for the reference parameterization idle-times
are not considered at all and consequently the setting of (3 is
of no matter. The plots on the left side of Figure 2 show iso-
lines in steps of 10% for U = 0.7 and steps of 5% forU = 0.8
and U = 0.9. Since f3 is of no concern for a = 0.000, all so-
lutions along the y-axis represent the reference setting with
zero improvement.

The shape of the iso-line plots resemble each other for
the different U considered. The solution quality of the most
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Table 1: Percentage of T improvement over EA with a = 0.000 and & = 1.00.

] 0 a

0.000 0.125 0.250 0.375 0.500 0.625 0.750

0.00 10 16 21 22 7 =27 -31

0.25 11 25 32 31 11 -24 -29

0.7 0.50 15 39 40 41 19 -19 -28
0.75 16 37 38 43 21 -13 -24

1.00 0 34 42 33 23 -5 -19

0.00 9 15 18 20 17 -5 -12

0.25 13 21 22 27 21 -2 -11

0.8 0.50 12 21 26 30 25 3 -6
0.75 5 19 26 30 23 5 -5

1.00 0 14 20 25 21 9 -3

0.00 14 17 23 27 26 17 6

0.25 12 20 25 26 26 15 7

0.9 0.50 8 16 22 23 28 15 8
0.75 6 14 21 22 27 16 7

1.00 0 10 11 19 24 17 9

improving parameter setting is indicated by a gray dot. The
improvements that can be obtained by penalizing early idle
times are impressive and range from 24% for U = 0.9, over
25% forU = 0.8, to 42% for U = 0.7.

The area of significant improvements is rather broad,
meaning that the approach is quite robust with respect to
setting the parameters a and (3. Only extremely high val-
ues of a and B (which basically means to completely ignore
tardiness) lead to decreasing solution qualities. Of course,
extremely low values of either a or 3 also eliminate the ef-
fect of anticipation.

Parameter a should be increased with increasing U, be-
cause the more often the schedule is turned over by newly
arriving jobs, and the more congested the shop floor sys-
tem gets, the more important the avoidance of idle-times be-
comes. As a simple guideline, a may be set to 0.25 in cases
where machine capacity is readily available and it should not
exceed 0.5 even in a congested shop floor.

Generally an appropriate length of the (3 interval depends
on the degree of distortion caused by the arrival of new jobs.
With regard to the problem at hand 3 can be fixed at 110
for all U considered. The relatively long time span of 3
approximates 8 to 12 job arrivals (depending on U). This
indicates that a long term consideration of idle-times is im-
portant, even if the corresponding part of the schedule will
overturn for several times until its eventual implementation.

The right hand side of Figure 2 shows the effect of the
parameter variation on the average number of operations per
sub-problem. A large U imposes a small interarrival-time
which in turn leads to a large number of operations per sub-
problem. It can be observed, that an increasing a clearly
decreases the problem size. Here, the idle-time penalty leads
to a more effective utilization of machine capacity which in
turn results in shorter job flow times and finally in a smaller
number of operations per sub-problem.

However, although the problem size continues to shrink
with increasing a, beyond a certain o value the solution
quality deteriorates. That means that the observed im-

provements are not due to the smaller problem sizes, but
rather that the reduction in problem size is a side-effect of
the focus on increasing flexibility. Summarizing, anticipa-
tory scheduling is a robust and easily implemented method,
yielding remarkable improvements in solution quality.

The Effect of the Schedule Builder

Schedule builders are distinguished by generating either ac-
tive or non-delay schedules. Although optimality conditions
with respect to regular measures of performance suggest to
search the set of active schedules, heuristics may benefit
from a confinement towards non-delay scheduling

The concept of anticipatory scheduling suggests an ad-
ditional viewpoint: Non-delay schedule builders implicitly
avoid machine idle times whenever possible. Moreover
“early” idle-times are specifically avoided at the expense
of later idle-time insertions occurring due to the existence
of precedence constraints. Hence for dynamic scheduling
a non-delay schedule builder might be particularly advan-
tageous because it implicitly follows the proposed idea of
anticipatory scheduling. It might even be possible that non-
delay scheduling renders an explicit consideration of flexi-
bility in the objective function unnecessary.

To examine the interdependencies between the sched-
ule builder and the anticipation term we conduct another
set of experiments and vary the schedule builder’s ten-
dency to build active schedules by means of &  Ex-
periments are carried out for U € {0.7,0.8,0.9} with all
combinations of a € {0.000,0.125,...,0.750} and & €
{0.00,0.25,...,1.00}. Parameter (B is set to 110, which
has already been identified as appropriate for all U consid-
ered. Table 1 lists the percentage of improvement in solution
quality (T) over the EA parameterized with a = 0.000 and
0 = 1.00 (no anticipation and active scheduling).

As can be observed in the first column (a = 0), d alone has
a noticeable effect on the resulting tardiness values. How-
ever, the benefits that can be obtained from tuning & are sig-
nificantly smaller than those that can be obtained from tun-



ing a, i.e. non-delay scheduling is certainly no alternative
to introducing a flexibility term into the objective function.
But although not as powerful as a variation of a, & can def-
initely lead to a further improvement of peak performance.
In accordance with the results reported by (Bierwirth & Mat-
tfeld 1999), the higher the utilization is, the smaller are the
appropriate 6 values. Except for U = 0.7, where 5 close to
1.00 seems to be a reasonable setting anyway, additional im-
provements in solution quality of 5% for U = 0.8 and 4% for
U = 0.9 are obtainable.

For a closer examination of the interaction effects of a
and &, we run an analysis of variance (ANOVA) on the data
set with T as dependent variable and o and & as independent
variables. Since U has an obvious impact on the fitness ob-
tained, U is considered as covariate in the statistical experi-
ment. As one might expect, there is a strong significance of
the F-Test for a. For & we still observe a weak significance
of 0.057. For the interaction of a and & no significance at all
can be observed.

The above results confirm that o has a major influence on
T obtained. The role of & is less significant, but ANOVA
confirms our observation that T partially depends on & re-
gardless of other parameter settings. Analyzing Table 1
more closely we observe a strong d-dependency for small a
values, whereas for larger a values the dependency vanishes
with increasing U. For example, for a congested shop floor
with U = 0.9 and a > 0.5 we no longer recognize an influ-
ence of 8, which explains the weak significance reported by
ANOVA.

The insignificant interaction between a and & imply that
the parameters can be tuned almost independently of each
other. However, T improvements with regard to o and & are
not additive. This indicates that o and d can substitute each
other to a certain extent.

Unfortunately, the impact on the EA of searching a
smaller search space and the supposed implicit flexibility
due to non-delay scheduling can hardly be separated from
each other. For instance, in case of a congested shop floor
the EA may benefit from a decreasing & because of the re-
sulting smaller search space. At the same time the decreas-
ing & may lead to an increased flexibility by avoiding early
machine idle-times. Both effects would positively contribute
to the overall solution quality. Therefore, we can conclude
that the potential benefit of increased flexibility through non-
delay scheduling is even smaller than the figures in Table 1
suggest. Overall, it is obvious that non-delay scheduling is
no substitute for introducing a flexibility term into the ob-
jective function.

Conclusion

Many real-world optimization problems change over time
and require repeated optimization as new information be-
comes available. A standard approach to deal with these
dynamics is to use a rolling time-horizon. The problem is
decomposed into a series of static sub-problems, which are
then solved independently.

In this paper, we have argued that, if the decisions at one
stage influence the problems encountered in the future, fu-
ture changes need to be anticipated by searching not only for

good solutions, but for solutions that additionally influence
the state of the problem in a favorable way. We have identi-
fied these solutions as being flexible, i.e. easily adjustable to
changes in the environment.

To validate this conjecture, we have considered a dynamic
summed tardiness job shop scheduling problem, with jobs
arriving non-deterministically over time. For this particular
application, we concluded that the avoidance of early idle
times can support the flexibility of a solution.

As a consequence, we suggested to extend the goal func-
tion by an anticipation term which penalizes early idle times.
This algorithm showed impressive improvements in solution
quality of up to 58% in comparison to an advanced priority
rule based approach. Short-term efficiency-losses due to a
flexibility term added to the scheduling algorithm lead to
significant long-term gains.
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Abstract

The need for spacecraft mobile robots continues to grow.
These robots offer the potential to increase the capability,
productivity, and duration of space missions while
decreasing mission risk and cost. Spacecraft Mobile Robots
(SMRs) can serve a number of functions inside and outside
of spacecraft from simpler tasks, such as performing visual
diagnostics and crew support, to more complex tasks, such
as performing maintenance and in-situ construction. One of
the predominant challenges to deploying SMRsis to reduce
the need for direct operator interaction. Teleoperation is
often not practica due to the communication latencies
incurred because of the distances involved and in many
cases a crewmember would directly perform a task rather
than teleoperate a robot to do it. By integrating a mixed-
initiative constraint-based planner with an executive that
supports adjustably autonomous control, we intend to
demonstrate the feasibility of autonomous SMRs by
deploying one inside the International Space Station (ISS)
and demonstrate in simulation one that operates outside of
the ISS. This paper discusses the progress made at NASA
towards this end, the challenges ahead, and concludes with
an invitation to the research community to participate.

I ntroduction

In order to robustly achieve increasingly ambitious mission
goals for longer periods with less ground support than
traditionally required, we expect future space flight projects
to increasingly require advanced onboard autonomy to
support both manned and unmanned missions. Moreover,
autonomously-controlled mobile sensors and manipulators
(that can be encapsulated in a SMR) can provide additional
capabilities and productivity that would otherwise require
greater mission cost or risk.

Sensing Tasks

Generally, sensing tasks are viewed as more readily
achievable than tasks that require sensing and
manipulation. As such, the systems that we are initially
developing are spacecraft robots restricted to mobile
sensing and this paper is restricted to discussing planning
and execution of such robots. Consider a SMR (a mobile
robot with a variety of sensors) that can operate within a
spacecraft such asthe International Space Station (1SS).

Figure 1: International Space Station Illustration

Such a robot could potentially perform a number of tasks
such as:

- Measuring and localizing toxic gases. In former Russian
MIR space station, there was concern that batteries might
leak sulfur dioxide. During a fire on MIR, toxic gases
were released. In both cases it would have been helpful
to have a SMR measure and, if necessary, localize the
source of such gases.

« Measuring changes in pressure and ratios of nominal
gases, e.g., oxygen and carbon dioxide. The first crew of
the Salyut 1 station al tragically died by suffocation
when a valve failed on its return vehicle. Fixed sensors
can aso fail or not be available during a crisis such as
happened on MIR when a collision caused aloss of cabin
pressure down to ~600mb, far below the safety level. A
SMR can provide early warning of anomalies and be a
redundant, portable system during a crisis.

. Validate fixed environmental sensing systems. In event
that an anomaly is detected by the ISS life support
system, there exists the possibility that the problem is a
fixed sensor and not the environment. A SMR can be
autonomously deployed or controlled by Mission Control
to validate if the sensor is defective or not. If the sensor
is defective, the SMR can act as a virtual sensor until the
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fixed sensor is replaced. If not, the SMR help isolate the
source of the anomaly.

- Visually validate regions of the spacecraft. Multi-
spectral cameras on a SMR can provide crew members,
Mission Control, and scientists a visual record of
anything from a piece of equipment, to a crew activity, to
a science experiment, without tying up a crew member to
perform the task.

. Perform time-consuming special monitoring tasks.
Specialy-equipped SMRs can be deployed to specific
tasks such as measure or localize certain sounds.
Detecting unusual sounds is a method often used by
people to diagnose a failing piece of equipment. Also,
small lesks can be detected by the sound they emit. An
autonomous SMR can isolate and localize particular
sounds that human ears cannot detect.

An example of a task for a SMR operating outside a
spacecraft is:

- Detecting external spacecraft damage. Astronaut EVAS
are risky and time consuming. As a result, monitoring
tasks such as checking the Shuttle for tile damage prior
to reentry and looking for micrometeorite damage on 1SS
are not routinely performed. Once extended to remote
spacecraft, failure assessment alone is of enormous
value. Extraordinary effort is made to determine failure
causes often with low confidence due to lack of data.

SMR and Terrestrial M obile Robot Comparison

Although there are many similarities between SMRs that
operate in engineered dynamic environments that may
include people, and mobile robots that operate in natural
terrains other than Earth, there are also striking differences
that present challenges for SMRs including:

- Operates in close range in complex, dynamic, structured
environment in 3 dimensions.

- Recognizes, and in some cases manipulates, many
engineered objects
- Observes nominal and diagnoses off-nominal situations

- Interacts with people in a number of ways:
- People are commanders (at various levels of authority
to command at various levels of autonomy)
People are agents instructed by robot to achieve goal
People are dynamic obstacles to avoid
People are dynamic objects to track
- People are peers to collaborate on achieving joint
goals

These tasks and the operational environment levy a number
of requirements on the planner(s) used to achieve such
tasks over an extended period:

- Mixed-initiative task planner/schedul er
- Mixed-initiative path planner
- Local obstacle avoidance path planning

- Resource management
- Power & Energy
- Momentum
- Thermal power management
- Battery-life
- Multi-agent state estimation and control (people, SMRs,
in-situ systems)
- Reactive planning and adjustably autonomous control
- Real-time planning and execution

Spacecr aft Mobile Robots at NASA

NASA has begun to address the need for SMRs and the
above challenges. Currently, two spacecraft mobile robots
in particular are under development at NASA, the Personal
Satellite Assistant (PSA), and the Sprint AERCam. This
paper will focus on the PSA all many of the issues and
technologies are relevant to both.

Personal Satellite Assistant (PSA)

Figure 2. PSA Prototype depicted in 1SS Node M ockup

The PSA is being designed as a softball-sized flying
robot that operates autonomously onboard manned and
unmanned spacecraft in  micro-gravity, pressurized
environments, and in particular onboard ISS. PSA’s
hardware architecture is being designed to accommodate a
wide range of components that enable a broad set of
mission support scenarios. Environmental sensors for gas,
temperature, and pressure provide the ability for the PSA to
monitor  spacecraft for abnormal conditions, e.g.,
overheating equipment, payload and crew conditions.
Video and audio interfaces will provide support for
navigation, remote monitoring and video-conferencing. A
radio frequency identification tag reader/writer and/or bar-
code reader on the PSA will enable it to recognize specific
objects and update their location in an inventory control
system. Ducted fans/blowers will provide propulsion and
batteries will provide portable power. An auto-docking
locker will enable the PSA to autonomously recharge its
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batteries and provide a secure storage location when not in
flight. The PSA will be connected by a wireless network to
alaptop computer that will provide a user interface with the
crew and to a server for additional information processing
capacity, primarily for PSA planning. A speech interface
and dialogue management system for the PSA will permit
spoken language commanding and data queries of the PSA
and databases that the PSA has access to via its wireless
network. A long-range goal for the PSA isto connect it via
the wireless network to the spacecraft’s avionics data,
payload networks, and uplink/downlink communications.

The main benefit PSA is expected to provide is for it to
act as a crew work-force multiplier by performing intra-
vehicular activities on behalf of the crew. Current
spacecraft are constrained in terms of crew size, power,
volume, and computing resources. Crew time on the
International Space Station is one of the most constrained
resources and is projected to cost hundreds of dollars per
minute per astronaut. The crew will have to maintain
complex critical ISS systems, perform dozens of major
simultaneous payload experiments, and perform general
housekeeping. Enhancing the crew's ability to perform
their duties is critical for successful, productive, and safe
space-based operations. Moreover, PSA can enhance crew
safety by performing monitoring tasks that might endanger
a crewmember or not otherwise be performed.

The PSA’s autonomy capabilities are expected to
significantly improve productivity by directly supporting
flight crews, ground controllers, and the principle
investigators of science experiments. The biggest benefits
to those users will come from its ability to monitor the
environment, e.g., detect abnormal concentrations of CO?,
act as a mobile camera/camcorder/data terminal, and track
inventory using advanced inventory micro-tags. For
example, when the PSA detects a sharp pressure drop while
performing an inventory audit, it would then notify the
crew of the abnormal condition and attempt to localize it.
If however, afixed sensor on ISS detected a pressure drop,
the PSA could be used to validate the reading. If the sensor
is diagnosed as defective, the PSA could act as a temporary
replacement sensor. We expect this entire activity could be
conducted without the need for human intervention or be
initiated by the ground operators, onboard crew, or the
spacecraft itself.

The PSA will provide an additional side-benefit by
acting as an autonomy and mobile robot testbed for
researching intra-vehicular robots that eventualy will be
used for long-term missions, e.g., operating onboard a crew
return vehicle orbiting Mars for two years while the crew
explores the surface.

PSA Operational Requirements

In order to support the development of suitable
autonomous control system for the PSA, the following
subset of operational requirements were defined:

1. Achieve set of 10 commands in an optimal sequence
where each command is to take a picture and

environmental sensor reading at a globa <x, y, z, yaw,
pitch, roll> specified immediately prior to execution.
Perform in each of the following I SS Node environments:
Environment A: uncluttered, static

Environment B: known clutter, static

Environment C: unknown clutter, static

Environment D: unknown clutter, dynamic

2. Vdidate two environment fixed-sensors. For example,
go to the location of a fixed sensor indicating high
temperature and measure environment. If the fixed sensor
is accurate, localize the source of the heat. If the fixed
sensor is not accurate, station-keep at the fixed sensor
location transmitting temperature readings until the fixed
sensor readings are accurate then return to base locker.

3. Demonstrate mixed-initiative planning for both path and
deliberative planning. This shall include:

a. Adding temporary constraints to change an existing plan
b. Adding goalsto an existing plan

c. Rejecting goalsin an existing plan

d. Rejecting goals from a plan that fails to converge

4. Demonstrate  mixed-initiative  execution.  Includes
allowing human interrupts and command additions,
retractions, & modifications as well as asking humans or
other agents for assistance during execution. Levels of
autonomy to be demonstrated:

a. High-level teleoperation

b. Guarded & guided teleoperation

¢. Dynamic commanding of PSA by human

d. Dynamic commanding of PSA by another agent

€. Dynamic commanding of human by PSA

f. Dynamic querying and modification of plan currently
being executed

0. Executing and modifying generated plan due to
environment uncertainty

5. Demongtrate tel econferencing. Includes face-tracking.
6. Demonsgtrate crew following. Includes body-tracking.

7. Demonstrate energy resource management including
dynamic auto-recharging.

8. Demongtrate leak isolation using acoustics and a leak
isolation expert agent.

9. Demongtrate spoken language commanding and status
reporting.

10. Demonstrate inventory sensing and location tracking.
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Figure 3: PSA Top-level Autonomy Architecture

PSA Autonomy Control Architecture

A prototype autonomy control architecture, illustrated in
figure 3, has been developed to address the operationa
requirements. The architecture implementation was
distributed over three processors as depicted by the dashed
boxes:

- Onboard flight processor for sensing and real-time
control. Software for localization to a globa map, object
recognition, and obstacle avoidance using stereo vision
and other proximity and inertia sensors is executed here.

. User-interface laptop for commanding and displaying
information. This includes interfaces for interactively
creating and modifying the plan and teleoperation. Our
intent is for this interface to support operation at various
autonomy levels that can be dynamically changed and
range from teleoperation to high-level autonomous
control.

. Off-board docking bay processor for high-level
autonomous control including planning, scheduling,
command sequencing, and human and other agent
communication and coordination.

The high-level autonomous control system, depicted by the
top dashed box in figure 3, is a planning and execution
system in its own right based on the unified agent
framework described in [Muscettola et al. 2000]. This
agent is composed of the following subsystems:

- Plan Database

Thisis atemporal, constraint-based network of tokens that
defines the past, the present, and flexibly-defined future
states and actions of the system. Each token represents the
“state” of a state variable for a period of time. The token
data structure is a tuple that specifies the state variable, the
procedure and its arguments that is invocated when the
token is “executed,” and the token start and end time
bounds. The plan database supports multiple timelines with
constraints on and between tokens. If none of the
constraints are violated for a given instantiation of the plan
database, the database is defined to be consistent. The
current implementation uses a next-generation plan
database of the Remote Agent plan database described in
[Jonsson et al. 2000], which was part of the Remote Agent
control system demonstrated on the Deep Space One
spacecraft in 1999 [Bernard et al. 1998].
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- Plan Runner (command sequencer)

The plan runner is a process responsible for “executing”
tokens in the plan database at the appropriate time.
Executing a token involves calling the procedure with its
arguments defined by the token, updating the plan database
with the token return values when the procedure terminates,
constraining the plan database so that planners only have
limited ability to change the past, and calling planners,
described below, as needed to update the plan database.
The plan runner implemented is described in more depth in
[Muscettola et al. 2000].

- Planners

This architecture support the integrated use of a number of
planners so that planners can be specialized for various
functions depending on the domain requirements. For the
purposes of this paper, with the exception of the plan
runner, a planner is any process that modifies the plan
database or provide information to be added to the plan
database at the request of a planner. The planners in this
implementation include:

1. Declarative Planner

The declarative planner is based on the Remote Agent
Planner/Scheduler described in [Jonsson et a. 2000]. It is
responsible for generating a consistent, flexible plan in the
plan database given a start and end horizon time bound, an
initial state of the timelines at the start time, and a set of
goals. A flexible plan is loosely defined as a set of
timelines, each consisting of tokens on each timeline, token
order constraints that prevent overlapping tokens on the
same timeline, and token procedure variable constraints.
Plan flexibility is characterized by the set of decisions yet
to be made in a plan database that is consistent. The
declarative planner is called to initialize the plan database
and also is called during plan execution as specified by the
plan being executed. It is typically caled to plan for a
period of significant duration sufficiently in the future such
that the deliberative planner will complete prior to the start
time of this period, but not so far in the future that the
initial state at the future start horizon is not known with
high confidence.

2. Reactive Planner

The reactive planner is also based on the Remote Agent
Planner/Scheduler described in [Jonsson et al. 2000], but
typically uses different heuristics. It is regularly called by
the plan runner to insure that the plan database is consistent
after token return values are posted to the database
(repairing the plan as necessary), to insure the database
contains a token on each timeline being executed or to
immediately start executing, and to remove any ambiguity
in whether a token is ready to execute and what its
procedural arguments are.

3. Goa Manager
The goal manager essentially acts as a meta-planner for the
declarative planner. As stated above, the declarative
planner requires a start and end horizon time bounds, an
initial state of the timelines at the start time, and a set of
goals. The goal manager interacts with the user to

determine this information. This may include negotiation of
goals when all goals are not achievable or supporting
mixed-initiative planning for hypothetical situations.
4. Route Planner Expert

The route planner expert is called by any one of the above
planners to determine the time, route, and energy required
to move between two points in the environment or to cover
a certain space. It has access to a global map that can be
updated with sensed obstacles. A route plan request is
typically made by the deliberative planner as part of
developing the initial plan, but may also be called by the
reactive planner to develop an alternate route if necessary,
e.g., the route is blocked or there is insufficient energy to
complete the current plan. In addition, a user may initiate a
request to answer a hypothetical question about a particular
godl.

- Spoken Language I nteraction

A simplified abstraction of the spoken language interaction
system can be viewed as consisting of the following three
subsystems:

1. Diaogue Manager
The dialogue manager is responsible for acting as an
intelligent interface between a person speaking a restricted
natural language and the planner modules along with the
plan database. New goals can be inserted or removed in the
plan database, and queries can be made by spoken
commands.

2. Voice Recognition
The voice recognition subsystem essentially converts an
audio signal into a parsed text stream. In the past, we have
used commercial products to accomplish this. We
anticipate that we can continue to use such products,
upgrading them as improvements are made. However, it
may be necessary to filter the audio signal for noise.

3. Voicesynthesis
Conversely, the voice synthesis subsystem essentialy
converts text to speech. Similarly, we use a commercial
product for this purpose.

Current State of the PSA Project

The PSA project began in 1998 and according to the
current project schedule, the PSA begins flight operation in
2006. At thistime, an oversized version of the flight model
has been developed and is being tested on a granite table
and is supported by a test stand with a compressor that
enables the prototype to float on a thin cushion of air. On
this test facility, we have demonstrated visual-servoing to
various locations as well as vision-based localization to a
global map. A 3D test facility that will house a full-size
station node mockup is nearing completion. With the aid of
a crane-like support mechanism and gimble, the PSA
prototype will be able to move in 6 degrees-of-freedom
(DOF), i.e., (X, Y, Z, yaw, pitch, roll) as if it were in a
micro-gravity environment. The facility will also enable
crewmembers to interact with the PSA in this environment
while being suspended by a ding. A next-generation
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version of the prototype is also under development and is
scheduled for testing in 2003.

In addition to the physical hardware for testing, a
simulator has been developed. The simulator primarily
reads the force commands generated by the controller and
moves the PSA in an ISS module accordingly. It aso
provides simulated PSA sensors signas, eg., vision,
temperature, at various fidelities depending of the required
tests. Although, the simulator is typically operated in force
mode, it can also be operated in velocity or position modes
when it is desirable to interact directly with high-level
control systems. The PSA motion along with dynamic
obstacles and in-situ crewmembers are rendered in 3D. The
simulator also supports multiple PSAs. In addition, the
simulator supports scripted environmental events, such as a
fire.

An initial version of the spoken language interaction
system has been developed and tested with a simplified
PSA simulation. The system has also been integrated with
the plan database such that the database can be queried and
modified in simple ways in response to spoken commands.

Aninitial version of the autonomous control system has
aso been developed and deployed, although certain
modules, namely the goal manager and the route planner
expert have been stubbed at this time. Although currently
the reactive planner has been integrated and used by the
system to accomplish simple scenarios, scenarios involving
plan repair are not scheduled until later this year.

Sprint AERCam

In contrast to the PSA, the AERCam is being designed to
operate in unpressurized regions, essentialy outside
spacecraft, primarily the ISS. However, in many other
respects the planning and execution challenges are similar
to those faced by the PSA.

Figure4: Sprint AERCam during 1999 Flight Test

The Sprint AERCam is a teleoperated, freeflying
spherical robot. It weighed about 35lbs and was 14" in

diameter. It had 12 nitrogen-gas thrusters, each producing
about 0.08lIbs of thrust, for propulsion and attitude control.
It was designed to operate for about 7 hours outside of and
near spacecraft at low velocities relative to the spacecraft,
less than 30cmy/s. Its primary mission sensors are two color
video cameras. Its primary function is to provide video
supporting a crew extra-vehicular activity (EVA) or
perform reconnaissance in lieu of an EVA. The Sprint was
successfully flight-tested for about 30 minutes on the
ST S87 space shuttle flight in 1999.

Two limitations of AERCam are its size and the
teleoperation requirement. In order to address these
limitations, a mini AERCam is being developed and efforts
have begun to develop an autonomous control system that
will enable it to be autonomously controlled at levels
varying from entirely teleoperated to entirely autonomously
controlled.

The PSA and AERCam projects are coordinated so that
they can leverage each others technologies, but it remains
to be seen the extent that the autonomy architectures will be
similar due to different operational requirements.

Challenge: Spacecraft M obile Robot Scenarios

In order to measure the system capabilities with reference
to the operation requirements and to identify the
challenging problems, several scenarios have been
developed. These scenarios were designed to be executed
both in simulation as well as with the prototype hardware in
the test facilities. The current scenarios that the system is
being designed to address are:

Scenario A: Robust generation of an | SS node
environment map

Description:

PSA will create an environment map of the ISS node by
traversing the space in a serpentine path recording the
environment sensor readings aong the way. During this
activity, its path will be blocked by static obstacles (some
of which are known of ahead of time) and moving
obstacles. At one point the PSA will be interrupted to be
teleoperated and then perform a station-keeping task at a
location specified by an 1SS Rack Locker name, after
which it will complete its original environment-mapping
task.

Purpose:

- Demonstrate navigation to severa waypoints in an
environment that has static and dynamic obstacles.

- Demonstrate  mixed-initiative  execution including
autonomous task interruption and resumption, guarded
teleoperation, and visual servoing by command.

- Demonstrate generation of a near-optimal 6-DOF route
plans

- Demonstrate obstacle detection and avoidance

- Demonstrate stereo vision-based 6-DOF localization and
map registration
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Scenario B: Participatein the diagnosis and
recovery of an 1SS node fault

Description:

A fixed sensor in the ISS node signals a high temperature
to the Environmental Control Life Support System
(ECLSS). However, it is not known whether the sensor is
defective or the source or the heat. PSA is given a
command by ECLSS to go the fixed sensor location and
verify the temperature at that location. If PSA confirms the
fixed sensor is correct, PSA isto locate the heat source and
signal the source to ECLSS, will then power down the
locker at that location. Once PSA verifies that the
temperature has returned to normal, it returns to its docking
bay. If the fixed sensor is not correct, PSA isto stay at that
location until the fixed sensor is made operational. Once
PSA verifies the sensor, PSA returnsto its docking bay.

Variation Summary:
1. Perform with faulty fixed sensor
2. Perform with overheating locker

Purpose:

- Demonstrate IVHM

- Demonstrate cooperative multi-agent planning and
execution

- Demonstrate generation of a near-optimal 6-DOF route
plans

- Demonstrate stereo vision-based 6-DOF localization and
map registration

Scenario C: Fault Detection and Cooper ative
diagnosis of an | SS node atmospher e leak

Description:

PSA is commanded to perform a routine task to monitor an
ISS locker. While en route, PSA detects a drop in pressure
in the node. It interrupts its current task and performs a set
of directional microphone sensor readings to determine the
cause is a leak to space and then PSA isolates the general
location of the leak. PSA reports this information to
ECLSS, which then dispatches and externa SMR
(AERCam) to the general location outside station where it
images the region of the leak to get visual confirmation.

Purpose:

- Demonstrate autonomous | VHM

- Demonstrate dynamically changing plan to respond to
fault detected in the environment

- Demonstrate multi-agent cooperative diagnosis

Scenario D: Cooper ative Data Collection and
Crew Instruction for Performing I nteractive
Mission Science Experiments

Description:

Crewmember commands PSA to follow the crewmember to
an ISS rack where the crewmember will perform an

experiment. When the crewmember arrives, he/she
commands PSA to point a the locker where the
crewmember will work. The crewmember commands PSA
to start recording the video and audio. The crewmember
then commands PSA to brief him/her on experiment X then
instruct him/her on the first step of the experiment. Once
the crewmember completes that step, he/she requests the
next step and so on until al steps of the experiment are
completed. The crewmember then commands the PSA to
visualy servo to higher face to record a summary of the
experiment while the crewmember is moving. The
crewmember then instructs PSA to stop recording and
return to its docking bay, which it does.

Purpose:

- Demonstrate automated data collection

- Demonstrate human — autonomous system collaboration
Demonstrate autonomous teleconferencing with face-
tracking

- Demonstrate person following

- Demonstrate automated task instruction

- Demonstrate spoken language commanding and

reporting

Scenario E: Long-term mixed-initiative planning
and optimization including inventory tracking

Description:

PSA is given a list of visual servoing goas with time
constraints and is requested to generate a near-optimal plan
to achieve the goals. The goals will be such that it will be
necessary to schedule multiple battery recharges in order to
achieve them. The operator will dynamically change the
plan prior to its execution. During the execution, PSA will
monitor the location of inventory itemsit senses as it passes
by. PSA will encounter static and dynamic obstacles in the
environment. Due to an inaccurate battery model, PSA will
have to replan to prevent running out of power prior to
recharging at the docking bay. Once PSA has completed
the goa list, it given a list of inventory items to locate,
some of which it passed by. PSA responds with the
locations of the items it senses and then generates a plan to
explore the areas of the ISS node it did not previously
explorein order to locate the other items.

Purpose:

- Demonstrate near-optimal path plan generation

- Demonstrate resource planning

- Demonstrate static and dynamic obstacle avoidance

- Demonstrate mixed-initiative plan generation

- Demonstrate spoken language commanding and
reporting

- Demonstrate inventory item sensing and location
tracking
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Invitation to the Research Community

As previoudly discussed, as part of the development
process for the PSA, a ssimulation has been developed that
supports operating multiple PSAs in the | SS and interacting
with in-situ crew members and dynamic obstacles in 3D. If
there is sufficient interest by the research community in
exploring this domain, a version of this simulation,
including the simulated hardware and environment but
without the autonomy, control and spoken language
software, may be made available for distribution to the
research community in order to encourage research in this
area. Please email gdorais@arc.nasa.gov if you would be
interested in such a simulation and to signify support for its
release.

Summary

Spacecraft Mobile Robots, such as PSA and AERCam
provide a challenging domain for a number of planning and
execution problems. By developing a modular software
architecture and redlistic simulator, a wide number of
planning and execution approaches can be analyzed.
Moreover, the overal system can be incrementally
improved as new planning technologies are developed.
Making the simulator, scenario definitions, and operation
requirements available to the research community is viewed
as one way to encourage the development of such
technologies that operate in a real-world environment.
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Abstract — This paper deals with predictable aperi-
odic scheduling of aperiodic tasks upon multiprocessor
production stages in a manufacturing system underly-
ing hard real-time constraints. The uniform multipro-
cessor scheduling algorithm presented is analyzed by
considering its performance when it is allowed to run
on faster machines. The predictability of the system is
proved through schedulability analysis techniques and
illustrated by an example.

Index Terms — Real-time Systems scheduling, Produc-
tion Planning and Control.

1 INTRODUCTION

The use of state-of-the-art real-time techniques in manufac-
turing planning and control is still rare. The lack of com-
petence in real-time theory among production engineers and
the lack of commercially available tools are the major rea-
sons for this.

Real-time manufacturing systems must be able to han-
dle not only periodic tasks, but also aperiodic tasks. Pe-
riodic tasks are used to implement off-line pre-planned re-
quests. While periodic tasks in real-time manufacturing sys-
tems have hard deadlines, aperiodic tasks may have soft,
hard or no deadlines at all. When aperiodic tasks have hard
deadlines, the goal of the system is to allow the production
of aperiodic tasks without jeopardizing the schedulability of
hard periodic tasks. This problem is illustrated in Figure 1.
Figure 1 presents a production line consisting of four pro-
duction stages (Broaching, Machining, Galvanic, and As-
sembly) designed according to the MFERT-model presented
by 12). This figure indicates a production stage to show that
not only pre-planned (periodic) tasks are schedulable upon
a uniform multiprocessor platform (using a production plan-
ning and control tool like OOPUS-DPS?) but also aperiodic
order requests.

100OPUS-DPS is an object-oriented planning tool developed by the

A

JE unifarm £ uniform M uniform
machines machines machines

£ uniform
machines

funifarm ma N a
manufacturing st nd shift

Figure 1: The on-line scheduling problem of a production
planning and control system

To cope with various unexpected events in produc-
tion planning and control, production engineers adopt a
rescheduling policy (10). Such rescheduling policies yields
to the following drawbacks:

1. Rescheduling policies are feasible for small-sized and
simple manufacturing systems. As manufacturing sys-
tems grow in size and complexity, a rescheduling pol-
icy becomes impracticable.

2. Additionally, no rescheduling policy is made on-line,
in the sense that rescheduling policies are unfortunately
executed at the end of a production shift.

3. Furthermore, no prediction can be made concerning
unexpected arriving requests.

workgroup of Prof. Dr. habil. W. Dangelmaier at the Heinz-Nixdorf In-
stitute in Paderborn. For further information, please visit the web-page:
http://wwwhni .uni-paderborn.de/cim/projekte/oopus-dps.php3
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2 State-of-the-Art

The scheduling of real-time systems has been much studied,
particularly upon uniprocessor platforms. In multiprocessor
platforms, there are several processors available upon which
jobs may execute. Recently steps have been taken towards
obtaining a better understanding of real-time scheduling on
identical multiprocessors (11), (8), (1), and (2). However,
not much is known about real-time scheduling on uniform
or unrelated processors.

Furthermore, task scheduling in hard real-time systems
can be static or dynamic. A static approach calculates sched-
ules for tasks off-line and it requires the complete prior
knowledge of tasks’ characteristics. Although static ap-
proaches have low run-time cost, they are inflexible and
cannot adapt to a changing environment or to an environ-
ment whose behavior is not completely predictable. Several
uniprocessor on-line algorithms, such as the Earliest Dead-
line First algorithm (7) and the Least Laxity algorithm (9)
are known to be optimal in the sense that if a set of jobs that
can be scheduled such that all jobs complete by their dead-
lines, then these algorithms will also schedule these sets of
jobs to meet all deadlines. However, no on-line schedul-
ing algorithm in multiprocessor systems can be optimal: this
was shown for the simplest (identical) multiprocessor model
by (5) and the result from (5) can be directly extended to the
more general (uniform or unrelated) machine models. (11)
explored the use of resource augmentation techniques? for
the on-line scheduling of real-time tasks. They considered
two problems in dynamic scheduling: scheduling to meet
deadlines in a preemptive identical multiprocessor setting,
and scheduling to provide good response time in a number
of scheduling environments. Using the resource augmenta-
tion approach, they established that several well-known on-
line algorithms, that prove poor performance from an abso-
lute worst-case perspective, are optimal for the problems in
question when allowed moderately more resources. (4) ex-
tended this method to be applied upon uniform parallel ma-
chines. However, results derived from their work are applied
to periodic task systems.

The idea of this paper is based on competitive analysis
theory, introduced by (6), in which the on-line algorithm
is allowed more resources than the optimal off-line algo-
rithm to which it is compared. Please note that in addition
to changeover time cost considerations, the results of this
paper are applied to hard periodic and hard aperiodic task
systems.

2A method of analysis introduced by (6) for uniprocessor scheduling,
comparing the performance of an on-line algorithm to the performance of
an optimal off-line algorithm when the on-line algorithm is given extrare-
SOUrces.

3 The On-line Parallel Model

Based on the following assumptions and terminology, the
scheduling of hard real-time systems upon a uniform multi-
processor platform comprised of . € IN* machines (there
is at least one machine) is considered.

o™ = {51,82,...,8m} | m € IN* represents the m-
machine uniform multiprocessor platform in which
the machines have speeds or production capacities
81, 82, ..., S,y respectively; without loss of generality,
it is assumed that these speeds have positive values and
they are indexed in a decreasing manner: s; > s;41
forall 5,1 <j <m.

e 7 = {1, | i € IN} A set of periodic tasks with hard
deadlines.

e J = {J; | j € IN} A set of active aperiodic tasks
ordered by increasing deadline, J; being the task with
the shortest absolute deadline.

e Each Job 7; or J; is characterized by an arrival time r;,
a production time ¢; and a deadline d;, respectively r;,
¢;, d;. Whereas the arrival times, production times and
deadlines of the periodic jobs 7; are known in advance,
it is assumed that, for the aperiodic job set J;, these
relevant information about the jobs are known when a
job arrives.

e The preemptive multiprocessor scheduling model is

considered. In the preemptive scheduling model pre-
sented in this paper, a job may be interrupted and sub-
sequently resumed with a penalty.
O = {0j,m | j,m € IN"} represents the switch time or
changeover time caused by the arrival of the part from
type j at the machine m. Changeover time is derived
by a static analysis on the machine.

e u; = ¢;/p; The utilization u; of a task is the ratio of
its execution requirement to its period. Without loss of
generality, the tasks in 7 and J are indexed according
to a decreasing utilization: w; > u; + 1 forall 7, 1 <
1< n.

e In the context of uniform multiprocessor scheduling,
a work-conserving scheduling algorithm is defined to
be one that satisfies the following conditions (4): i)
no machine is idled while there are active jobs await-
ing execution and, ii) if at some instant there are fewer
than m (the number of processors in the uniform multi-
processor platform) active jobs awaiting execution then
the active jobs are executed upon the fastest machines.
More formally, at any instant ¢ and for all & > j, if the
j’th-slowest processor is idled by the work-conserving
scheduling algorithm, then the k’th-slowest processor
is also idled at instant ¢.
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e Job preemption is permitted. That is, a job execut-
ing on a machine may be preempted, prior to complet-
ing execution, and its execution may be resumed later.
Unfortunately, state-of-the-art real-time multiprocessor
scheduling techniques assume that there is no penalty
associated with such preemption. It is obvious that dis-
regarding this assumption is inappropriate for manufac-
turing systems where changeover time overhead may
have a considerable time value.

e Job migration is permitted. That is, a job that has
been preempted on a particular machine may resume
execution on the same or different processor. The
penalty associated with such migration is unfortunately
not accounted for in the literature. Manufacturing sys-
tem applications necessitate that transport costs of a
part or product from one machine to another are re-
garded.

e Job parallelism is forbidden. That is each job may
execute at most one processor at any given instant in
time.

4 Total Bandwidth Server on Uniform Multiprocessors

Recall that the TBS server technique is used to schedule
jointly hard periodic and hard aperiodic tasks under dynamic
priority systems upon uniprocessor platforms. One main
benefit of this technique is that it guarantees both periodic
and aperiodic task sets. An extension of the TBS technique
to include changeover time costs is developed in (3). Each
aperiodic request receives a deadline

- C;+20;
dj =Tj+ ==
where

T; = max (Tj,aj—hfj—l)

A TBS algorithm to be implemented upon uniform multi-
processor systems according to the following rules is defined
as follows:

e No machine is idled while there is an active job await-
ing execution.

e When fewer than m jobs are active, they are acquired
to execute upon the fastest machines while the slowest
are idled.

e Higher priority jobs are executed on faster processors.
More formally, if the j’th-slowest processor is execut-
ing job J, at time ¢ under the TBS implementation, it
must be the case that the deadline of J, is not greater
than the deadlines of jobs (if any) executing on the
(4 + 1)'th-, (§ + 2)’th-, (j + 3)’th-, ..., m’th-slowest
machines.

e Whenever the j-th aperiodic task arrives at time ¢ = r;,
it receives a deadline

Ej =7T; + 701' "[‘]Oj,m
where

7j =maz (rj,dj-1, fi-1)

The utilization of the server U, will de defined later.
Unavoidably, some additional notations are given in the
following.

Definition 1 (W(A,,1,t)). Let | denote any set of jobs,
and 7 any uniform multiprocessor platform. For any
algorithm A and time instant ¢ > 0, let W(A,x,1,t) denote
the amount of work done by algorithm A on jobs of | over
the interval [0,t), while executing on .

Definition 2 (S;). Let m denote an m-processor uni-
form multiprocessor platform with processor capacities
81,82, -, 8m,8j = 841 forallj,1 < j < m. Sj is de-
fined as follows:

J
Sj=251f0rallj, 1< ji<m
=1

Definition 3 (A;). (4) Let m denote an m-processor
uniform multiprocessor platform with processor capacities
81,82, 0y 8m, 85 > 841 forall j, 1 < 7 < m. Ay is defined

as follows:
m
D ket Sk
)\, = max { kfiﬂ}

The parameter A\, measures the “degree” by which 7 differs
from an identical multiprocessor platform. Consequently
A becomes progressively smaller as the speeds of the
processor differ from each other by greater amounts.

Lemma 1. (4) Let m denote an m-processor uni-
form multiprocessor platform with processor capacities
81,82, ., 8m,S; > Sjy1, forall j, 1 < j < m. Let
7' denote an m-processor uniform multiprocessor platform
with processor capacities sj, sy, ..., 8;,,8; > s, for all
jy 1 < j < m. Let A denote any m-processor uniform
multiprocessor algorithm, and A’ any work-conserving m-
processor uniform multiprocessor algorithm. If the follow-
ing condition is satisfied by = and 7’:

S;n Z A7r’ .81 + Sm
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then for any set of jobs I and at any time-instant ¢ > 0
W(A" 7' 1,t) > W(A,n,I,t)

Lemma 1 specifies a condition under which any work-
conserving algorithm A’ (such as TBS) executing on 7’ is
guaranteed to complete at least as much work as any other
algorithm A (including an optimal algorithm) executing on
m, when both algorithms are executing on any set of jobs 1.
This condition expresses the additional computing capacity
needed by 7 in terms of the )\, parameter, and the speed of
the fastest processor in 7. The smaller the value of A, (the
more 7' deviates from being an identical multiprocessor),
the smaller the amount of this excess processing capacity
needed.

The processing of aperiodic tasks can be integrated into a
periodic environment by introducing one or more periodic
tasks to execute the aperiodic tasks. Therefore, we may deal
with aperiodic tasks in a similar way with periodic tasks.
As a result, the following theorem (4) uses Lemma 1 to
deduce whether a work-conserving algorithm can feasibly
schedule a task set: it states that any collection of jobs I that
is feasible on a uniform multiprocessor platform 7 will be
scheduled to meet all deadlines by algorithm TBS on any
platform #' satisifying the condition of lemma 1.

Theorem 1 Let | denote an instance of jobs that is feasi-
ble on m-processor uniform multiprocessor platform 7. Let
7' denote another m-processor uniform multiprocessor plat-
form. Let the parameter A\, of 7 be as defined in Definition

3:
/\7|—l = mrflLX {722“2'“_1 S;c }

=1 !
J S]

If the condition of Lemma 1 is satisfied by platforms = and

'

S;n > A\p.81+ Sm

then | will meet all deadlines when scheduled using TBS al-
gorithm executing on =’.

Thus, Theorem 1 characterizes a uniform multiprocessor
platform 7' according to its parameter "\, (as defined in
Definition 3), and relates the TBS-feasibility of a system,
known to be feasible on some platform =, to the cumulative
capacities of 7 and #’, the speed of the fastest processor in
, and this parameter . of platform =’

As an immediate result of Theorem 1, the results of
(11) concerning TBS-scheduling on identical multiproces-
sor platforms are obtained:

Corollary 1. TBS is a preemptive, (2 — %)—speed algorithm
for hard real-time scheduling on parallel machines.

Theorem 2 Given a set of n periodic tasks with machine

utilization U, and a Total Bandwidth server with machine
utilization Uy, the whole set is feasibly scheduled if and only
if

Up+Us, <Sp
where
Up=Up, +Up, + ...+ Up,,

Up,, Up,, ..., Up,, are the periodic utilization of the 1st, 2nd,
..., m-th machine respectively , and

Uy=Us, +Usy + . + U,

Us,, Us,, ..., U, are the total bandwidth utilization of the
1st, 2nd, ..., m-th machine respectively.

5 Schedulability Analysis of Hybrid Task Systems on
Uniform Multiprocessors

In this section, the theory developed in Section 4 is applied
to study the deadline-based scheduling of hybrid (hard pe-
riodic and hard aperiodic tasks) task systems on uniform
multiprocessor platforms. Although scheduling hybrid task
systems is partly an ”on-line” problem in the sense that the
periodic task parameters are assumed known beforehand,
the results in section 4 concerning hybrid tasks nevertheless
turn out to be useful towards developing a framework for
scheduling hybrid task systems on uniform multiprocessors.

The method of analysis developed in this section proceeds
as follows:

1. an exact test for determining whether a given hybrid
task system is feasible on a particular uniform multi-
processor platform is developed and

2. this exact feasibility test along with the results obtained
in section 4 are used, to design a schedulability analy-
sis for determining whether a given hybrid task system
will be successfully scheduled by TBS on a specified
uniform multiprocessor platform.

(4) identified a uniform multiprocessor platform upon
which a given periodic task system 7 is schedulable. They
determine a sufficient condition for 7 to be successfully
scheduled by EDF on any given multiprocessor platform =’
(Theorem 3).

Theorem 3 (4) Let #' = [s], sh, ..., s},] denote any m-
processor multiprocessor platform, and let )\ be as defined
in Definition 3:

m
n Zk:' 15k
Aﬂ:max{37+

j=1 8]

22



Periodic task system 7 will meet all deadlines when sched-
uled on 7’ using EDF if the following condition holds:

Sl > Apr % maz {ul,%} +U,
m

Below we show how we can transform the problem of
scheduling periodic tasks on uniform multiprocessors to
the scheduling of periodic and aperiodic tasks. Whereas
EDF is a scheduling policy trying to schedule up to the
whole capacity of the multiprocessor platform, the TBS
algorithm upon multiprocessor platforms aims at using the
whole capacity of the system, while assuring that a fraction
of this capacity is dedicated to aperiodic requests. This
necessitates the computation of the server utilization of the
multiprocessor platform given by Theorem 4.

Theorem 4 Let #' = [s},s5,...,s),] denote any m-
processor multiprocessor platform, and let A, be as defined
in Definition 3:

m
A = max 7216:]'4_1 ok

The aperiodic task system J has a utilization

S = Ap, xu1 + Uy, + Us
USZS;H—)\W,*UI—UH

As a result, deadlines of aperiodic jobs may be computed
as defined in the following Corollary.

Corollary 3. The aperiodic jobs J(rj,c;) of a m-
processor uniform multiprocessor platform are scheduled
using TBS and a total bandwidth as defined in Theorem 4
with a deadline

¢j

dj = mas(rj,dj1) +

Furthermore, the Corollary 4 follows directly from the re-
sults of (3) involving the changeover time costs in the TBS
algorithm and allowing resource reclaiming.

Corollary 4 Aperiodic jobs J(rj, ¢;) of a m-processor uni-
form multiprocessor platform are scheduled using TBS and
a total bandwidth as defined in Theorem 4 with a deadline

E]' = F]' +
where

r; = max (Tj,ajfl,fjfl)

Theorem 4 is now illustrated by an example.

Example. Consider a task system 7 comprised of five
periodic tasks (c;, p;)

7 ={(15,10), (4,5), (14,20), (6,15), (2,10)}
and an aperiodic task (r;, ¢;)

J={(5,7}

for this system, u; = 1.5, us = 0.8, ug = 0.7, u4 = 0.4,
us = 0.2. Suppose that 7 and J are to be TBS-scheduled
upon the uniform multiprocessor platform =’ = [3,1,0.5] -
will all deadlines be met?

By Definition 3, the value of A,/ for the uniform multipro-
cessor platform 7' is

{1+0.5 0.5} 1
Ar = max — ==

3 71 2
and the total computing capacity is
3+1+05=45
The total computing capacity needed for 7 is
1.54+08+0.7+04+02=36
and with the fastest processor having a computing capacity
s1 =15

By theorem 4, the aperiodic requests J are feasible on the
3-processor uniform multiprocessor platform with a total
bandwidth of

45=05%x154+36+U;
4.5=4.35+U;
U, =0.15

The aperiodic job J = {(5,3)} is to be scheduled on the
3-processor multiprocessor platform with a deadline equal
to:

3 _
0.15
and 7 and J can consequently be scheduled by TBS to meet
all deadlines on 7/ with U, = 0.15.

d; = maz{5,0} + 25

6 Conclusions

One of the most important properties, that differentiates
real-time systems from other conventional systems, is pre-
dictability. The system must be able to predict the conse-
quences of any scheduling decisison. If some task cannot
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be guaranteed within its timing constraints, the system must
notify this fact in advance, so that alternative actions can be
planned in time to cope with the event. This paper deals with
the problem of predictable aperiodic scheduling in manu-
facturing systems underlying real-time constraints. A pre-
dictable scheduling, based on the TBS algorithm, is adapted
upon a multiprocessor production shift. It is extended
to include the novel feature of accounting for changeover
time overheads. Schedulability analysis techniques are pre-
sented, in order to assure the predictability of the system.
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Abstract

A major challenge in developing robotic applications for
real-world problems is that many domains include tight
resource and temporal constraints coupled with uncertainty
in how much resource and time will be required to perform a
task. We have developed the CLEaR framework to address
this challenge. CLEaR unifies the planning and execution
processes to increase the responsiveness of a robotic agent
operating in these types of environments. This unified
approach is realized by extending the traditional three-tier
robotic control architecture with an Execution-Time Plan
Manager, an Atomic Resource Manager (ARM) and an
Execution-Time Query (ETQ) capability. Through the
interaction of these components, CLEaR is able to (1) reduce
the need to replan, (2) detect the need to replan earlier, and
(3) replan before entering a failed state.

Introduction

Robotic agents performing under hard resource and time
constraints in uncertain environments require careful
balancing of both deliberative and reactive reasoning
[Knight, et al, 2001]. As in most domains with uncertainty,
a task may fail or produce unexpected results leading to plan
failures. If the robot is also under hard time deadlines and
resource constraints, a task requiring a different time or
resource allocation than planned could cause failure at
future points in the plan. In some cases, the robot may be
able to retry a failed task, use more time or take up more of
a resource without causing a problem.

Consider for example, a Mars exploration rover that must
pick up a rock. If it fails on its first attempt, it may want to
try again. However, doing so could lead to other problems
at later stages of the plan. If the rover spends too much time
trying to complete this task, it may miss another deadline,
such as taking an image while the sun is in a particular
position in the sky. Or, it may use up too much of some
resource, such as energy, resulting in the inability to perform
other critical tasks. The challenge is to determine whether
or not a change in time or resource usage will cause a
problem so that the rover can take appropriate action, and to
identify and fix the conflicts in the plan without preventing
the rover from meeting other deadlines. In this example, a
deliberator is used to project current resource and time
usage into the future, detect problems and make repairs. An
executive uses more reactive reasoning to deal with
unexpected events and perform low-level control. The rover
needs both of these capabilities to successfully operate in
this environment.

Most of the robotic applications in the literature have not
been confined by hard resource constraints and strict time
deadlines; consequently little work has been done in this
area. However, there has been a growing awareness of these
issues in recent years. At NASA, almost all the robotic
space exploration domains involve uncertain environments
with deadlines and tight resource constraints.

In pursuit of developing high-level control software
capable of addressing these issues, we have developed the
CLEaR (Closed Loop Execution and Recovery) control
software/framework. CLEaR provides a unified framework
for performing planning, scheduling and execution by
balancing both deliberative and reactive reasoning. In most
related approaches to robotic control, the planning and
execution components are treated as black box functions
that do not interact in real-time. Our approach differs in that
both the planning and execution functionalities share the
responsibility  for  decision-making and  resource
management.

In our system the unified planning and execution
responsibilities are realized through three means of
increased interaction and information sharing between the
deliberative and reactive functions:

1. The executive provides soft-real-time state,
resource and time updates enabling the deliberator
to anticipate problems and replan if necessary.

2. The deliberator provides rapid response to queries
about time and resource usage variations, thus
enabling the executive to manage a task that is
behaving unexpectedly.

3. The executive uses execution time resource
knowledge combined with projected usages while
managing tasks.

By enabling the long-term deliberation and the short-term
reactive execution functionalities to share information on a
more frequent basis, the system can: (1) reduce the need to
replan, (2) detect the need to replan earlier and (3) replan
while continuing to execute valid portions of the plan
without entering a failed state. In other words, the system
can circumvent as many failure situations as possible
without impacting plan execution. By achieving these
capabilities we are able to produce a robotic agent control
system capable of goal-based commanding in an uncertain
environment while adhering to hard resource and time
constraints.

Our framework for balancing deliberation and reaction
has been motivated by several NASA space exploration
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domains. The most significant influence has been Mars
surface exploration with autonomous rovers, especially the
proposed Mars Smart Lander mission. In the next section
we will describe this mission and illustrate how the mission
provides challenging time and resource constraints for an
autonomous robot. We will describe how we have designed
CLEaR to deal with these types of challenges and then
present a case study illustrating how CLEaR will enable a
rover to successfully deal with these challenges.

2009 Mars Smart Lander Rover scenario

In 1997, JPL successfully completed the first mission to
explore Mars’ surface with a mobile robotic platform
(Sojourner rover). During the mission, human ground teams
performed nearly all deliberative decision-making including
the determination of resource bounds. While the mission
was a landmark in space exploration and provided valuable
science data, it required intensive human interaction and
explored a very small region of terrain.

In 2009, JPL plans to send another mobile robotic
platform to Mars to perform numerous geological surface
experiments. This mission is currently called the Mars
Smart Lander mission and represents a significant increase
in scale with respect to mission duration, science return and
terrain covered. Figure 1 provides an overview of the
mission. The mission objectives are to explore the landing
site and make long-range traverses to two additional
geological science locations where the robot will perform
more science data gathering. The rover will have limited
resources, such as power and RAM, to complete these goals.
It will also be under tight time constraints in order to
complete the ambitious objectives and meet mission
requirements, such as ground communication windows.

There will be communication with Earth at the beginning
and the end of each Martian day. In the morning session,
the goals for the day are uploaded to the rover and
additional data will be down-linked. In the evening, the
day’s data is down-linked. This data includes panoramic
images used in selecting future goals.

This scenario has two modes of operation.. The first
being the geological science location operations, and the
second being the long-range traverses between those
locations. During the first mode, the role of high-level
autonomy software will primarily involve resource
management (mainly power, memory and time) and robust
execution.

During the second mode, the rover is expected to make
long-range traverses averaging 600m/day. This distance is
well beyond the “line of sight” of the ground operations
team based on images down-linked from the previous day.
Therefore the traverse will require significant onboard
autonomy. Further motivating the need for high-level goal-
based autonomy is that the rover should perform as much
opportunistic traverse science as possible without impacting
the progress of the 3km long-range traverses.

Unified Planning and Execution Framework

Current practice for rover operations, as used on the
Pathfinder mission [Mishkin, et al, 1998] and planned for
the upcoming 2003 Mars Exploration Rover (MER)
mission, is to perform nearly all decision making remotely
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Figure 1: Mars Smart Lander Scenario

from earth. When the rover encounters a situation that
deviates from its uploaded command sequence, the fault
protection software will attempt to resolve the problem.
Failing that, the rover enters safe-mode and must: wait for a
communications opportunity, transmit the state of the rover
and imagery of the environment back to Earth, and wait for
a new command sequence. Depending on when the next
communication window is scheduled, this can waste
considerable time. Further, to date these rovers have been
solar powered and can only perform major functions for a
few hours per day (typically 4-6 hours). Placing the rover in
safe-mode can easily cause the loss of a full day of
operations. Because the mission cannot be extended, falling
behind schedule due to execution failures results in reduced
science return.

While this style of operations reduces development cost
and simplifies testing of flight control software, it adds to
the time and cost of mission operations. This, in turn,
severely limits the rover’s in-situ capabilities.

From an automation standpoint part of what limits rover
operations performance is that the decision-making process
has traditionally been separated from the execution process.
To address this several systems have colocated the
deliberative-planning and execution capabilities, to
dramatically increase the rover’s responsiveness and reduce
the need for the rover to be put into safe-mode.

Most of these systems can be classified as three-tiered
control architectures [Gat 1998]. Under a three-tiered
system the deliberative planning and reactive execution
components are colocated but tend to function
independently typically in a black-box integration. These
architectures get their name from a stack-like partitioning of
the system into three functional components. The top tier
provides deliberative function, the middle tier performs
reactive execution, and the bottom interfaces to the
hardware controllers. Generally, the higher up in the stack,
the greater the level of abstraction at which the components
functions and the longer it takes to perform. The top tier is
usually reserved for search algorithms. In the event of an
execution failure, when compared to Earth-based
deliberation, this approach can reduce the time the rover
waits for ground intervention by facilitating replanning
onboard.

While some systems will plan for future phases of a
mission during the execution of the current phase. One
drawback of many traditional three—tieredll:l approaches is

! Not all three-tiered architectures are limited by Sense-Plan-Act(SPA), for
instance ATLANTIS [Gat 1992] plans and executes asynchronously.
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that they do not instigate replanning prior to an execution
failure of the mission phase currently being executed. In
order to replan and thus preempt execution failures, it is
necessary to provide the deliberator with frequent state,
resource and temporal updates. These can then be
propagated through the plan to predict future
inconsistencies. If the deliberator is able to incrementally
resolve these conflictsqwhile executing valid portions of the
plan, then the robotic agent will be more responsive to
unexpected events. We refer to this capability as continuous
planning.

In our implementation of this framework, we use
CASPER (Continuous Activity Scheduling Planning
Execution and Replanning) as the continuous planner
[Chien, et al, 2000a, 2000b]. CASPER provides the
Deliberator and Execution-Time Plan Manager components
depicted in Figure 2. The Executive component is provided
by TDL (Task Description Language), a robust task level
execution framework [Simmons, Apfelbaum 1998].

The CLEaR framework is distinct from other three-tier
architectures because it provides increased interaction and
information sharing between the executive and the
deliberator [Gat 1998, 1992; Bonasso, et al, 1997]. This is
partly realized by the use of a continuous planner combined
with frequent updates from the executive to the deliberator.

Two other areas of increased interaction and information
sharing are provided by the executive’s ability to: (1) make
decisions on how to execute a task by querying the
deliberator to determine if a given execution will cause a
plan failure and (2) consider execution time resource
knowledge in deciding on task expansions. These last two
capabilities are provided by the Execution Time Query
(ETQ) manager and the Atomic Resource Manager (ARM),
also depicted in Figure 2. In the following two sub-sections,
we describe these components.

ARM: Atomic Resource Management

Motivations and Design Goals

There are certain types of activities that require a resource
intermittently during their execution. For example, while a
rover is navigating, it will occasionally take images to detect
and avoid obstacles in its path. Although navigation
requires the camera, it does not use it continually. In fact,
after each image, it can make a rough estimate of when it
needs the camera again. This can be done because, given an
image, the navigation activity determines how far it can
safely travel before taking another image. As a result, the
camera will become available at different times throughout
the navigation, and it would be nice if other activities could
take advantage of this.

In fact, within the context of the Mars Smart Lander
mission, there is a need for such a capability to enable
opportunistic traverse science during a long-range traverse.
Traverse science uses the camera to take images at different
times during the traverse to look for items of interest. Like
navigation, traverse science does not need the camera
continually throughout the traverse and could use the
camera when not in use by navigation.

2 Our incremental conflict resolution is performed by an iterative repair
algorithm [Zweben, et al 1994; Minton, Johnston 1998].
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Figure 2: CLEaR Framework Diagram

In general, we may have several activities that each make
intermittent use of a particular resource. If we knew ahead
of time when each requires the resource and for how long
we could use deliberative scheduling techniques to create a
plan to avoid resource conflicts while executing these
activities.  Unfortunately, for some activities, such as
navigation, we cannot accurately predict when the resource
will be needed. Furthermore, the accuracy of our prediction
will decrease as we attempt to predict uses further in the
future. As a result, an activity may use the resource earlier
or later than expected, and once the activity has the
resource, it may require it for a duration different from what
it had originally anticipated.

Given these conditions, scheduling such activities is
challenging. Previous approaches for dealing with these
issues include the following. First, a planner could avoid the
problem by refusing to schedule activities concurrently if
they require the same resource, regardless of whether or not
they only require the resource intermittently. The downside
to this is that you are limiting the robot’s capabilities, and in
some applications concurrent activities are required to
complete a goal. A second approach would be to form a
deliberative schedule for these activities based on rough
estimates on the frequency and duration that each activity
will use the resource. The disadvantage here is that it is
very unlikely that during execution the activities will use the
resources as predicted. This could be handled by performing
rescheduling within the planner as it gets new updates on
actual resource usage or by allowing the executive to
preempt lower priority tasks whenever there is contention
for the resource. The former approach is likely to result in
thrashing within the plan as information changes. Both
approaches are likely to lead to a large number of preempted
activities. A third approach is to create special executive
task managers for each combination of activities that may
need to run in parallel. Each such manager would be
designed to arbitrate resource usage among these particular
activities.

Instead, we have chosen to deal with these challenges by
developing a resource manager for use within the executive.
Because the executive needs to be responsive to unexpected
changes, our primary design goal is to keep the resource
manager fast so that it can quickly respond to requests.
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Figure 3: Design of ARM

Therefore, we will favor simpler designs and algorithms to
reduce computational complexity.

Because the predictions on when and how long a resource
will be used is uncertain, the resource manager must be able
to quickly react so that high priority activities can have
access to the resource when it is needed. However, the
resource manager should make use of predicted information
when available to try and reduce the number of times it must
preempt another activity. Thus, our secondary goal is to
balance the use of deliberation and reaction, where
deliberation takes advantage of predicted information and
reaction to deal with unexpected changes in resource usage.

Design of ARM

For our first implementation of ARM, we decided to
address only atomic resources. An atomic resource can be
used by at most one task at a time and is either available or
not available. For example, a camera can be used by a
single activity and, therefore, is considered an atomic
resource. In contrast, aggregate resources, such as solar
array power, can be used by several tasks at a time and each
task can use a different amount of solar power. This makes
it more difficult to represent and search for reservations. As
this reasoning is needed, we rely on CASPER’s deliberative
planning and scheduling capabilities to perform reasoning
about aggregate resource usage. These decisions are
generally based on near worst-case estimates of usages. In
the next sub-section we describe a method for enabling the
executive to make reactive decisions about aggregate
resources with the assistance of the deliberator.

Figure 3 shows the design of ARM. For each resource,
ARM maintains a timeline that keeps track of when the
resource is in use, along with the task and the priority of the
task that is using it. For each reservation on this timeline,
ARM keeps a ticket, which can be used by tasks to access
their reservations.

Before a task can use a resource it must first make a
request to ARM indicating its priority, the time interval
within which it would like to start using the resource and the
duration that the resource will be used. If ARM can find
room, it will place a reservation on the timeline and return a
ticket to the requesting task. Before using the resource the
task must hold a valid ticket and claim the resource. When
the task is finished with the resource or otherwise no longer
needs the reservation, it sends a release to ARM, which will
clear out the reservation.

Although this is the nominal behavior of the system, it is
unlikely that things will go so smoothly during execution.
Therefore, ARM is designed to deal with unexpected
situations. Unexpected events include: a task requiring a
resource sooner or later than it anticipated, a task using a

Request (priority, startTime, endTime, duration)

T = resource timeline
T’ = working copy of T between startTime
and (endTime + duration)
p = -INFINITY
While p < priority
Remove from T’ all reservations with priority p
i = earliest free interval in T’ with size >=
duration
If i exists:
Discard from T any reservations during interval i
Create new reservation for interval i
Return i
p = lowest priority in T’
Return failure

Figure 4: ARM Reservation Request Algorithm

resource for a shorter or longer duration than it expected
and a task making a reservation during a time interval in
which another task already has a reservation. All of these
cases are handled by ARM. The following subsections
provide more detail on how these issues are resolved. In
general, our approach is to associate a task priority with
each reservation. Whenever there is a conflict for a
resource, the task with the higher priority wins. If the tasks
have equal priority, advantage is given to the task that came
earlier.

Requesting a Ticket

In keeping with our goal of avoiding preemption due to
resource conflicts, the resource manager will do some
amount of look ahead when processing requests from tasks.
Look ahead is facilitated by requiring each task to request a
ticket before using a resource. A ticket represents a promise
between ARM and a task. When a task requests a ticket, it
informs ARM of the time in which it would like to start
using the resource and the duration of that usage. If ARM
can find a slot for the request, it will issue a ticket, giving
the task the right to claim the resource during the specified
interval.

However, given uncertainty during execution, the
manager cannot strictly follow these reservations and must
accommodate deviations in the actual timing requirements
of the activities. The resource manager will have to modify
the plan, which may involve dropping lower priority
reservations or preempting the current resource holder. The
resource manager will attempt to give notice to the affected
activities so that they can take appropriate action.

Figure 4 shows the algorithm wused for making
reservations. When an activity makes a request, it provides
its priority, the time interval in which it would like to begin
using the resource and the duration indicating how long it
intends to use the resource. Note that the duration is
independent of the time interval in which it would like to
start using the resource. ARM first tries to find an existing
slot during the requested time interval. If none are found, it
will begin removing lower priority reservations until enough
space is freed or until all the remaining reservations have
equal or higher priority than the requesting task.

The algorithm runs in time O(n”) where n is the number
of currently open reservations (i.e. reservations not in the
past). At each priority level, the algorithm must search
through the reservations at that level and higher looking for
open space. In the worst case, each reservation is at a
different level, requiring n iterations through the loop
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The reservation algorithm reveals tradeoffs that were
made when designing ARM. Our objective was to provide
fast response to the requesting task without disturbing
existing reservations. The quickest algorithm would be to
first remove all reservations with a lower priority than the
requesting task and then find a free space. While fast, this
could also result in the unnecessary removal of reservations.
The algorithm we are using is more computationally
complex. It iterates through the reservation priority levels in
an attempt to remove lower priority reservations first.
Although of higher complexity, this algorithm better
enforces graduated priority levels and only iterates a few
times in practice.

We recognize that many further enhancements could be
made to the scheduling algorithm such as: instead of
removing reservations when there is no room for a new
request, it might be possible to relocate them. Alternatively
a single higher priority reservation may be removed to
preserve numerous lower priority reservations. However,
we did not incorporate these techniques because (a) they
would have involved computationally expensive search and
(b) the benefit would be reduced if a task did not perform as
predicted, thus forcing repeated changes to the plan.

Our approach does not consider multiple reservations
simultaneously. Some tasks may require the use of several
resources at the same time, requiring concurrent free
intervals to be found for each resource. More complicated
situations could arise if tasks require resources at temporal
offset from each other. This type of scheduling is dealt by
our deliberator and not ARM.

Claiming a Resource

A task may claim the resource at any time during its
reservation. This addresses the uncertainty a task may have
about when it needs the resource. If it is late, it can still
claim the resource. However, if it needs the resource
earlier, it must request a new reservation.

If another task is still holding the resource (after its
reservation period), then ARM checks the priority of the
tasks. The higher priority task always wins, and ties are
broken in favor of the current resource owner. This avoids a
possible preemption.

Releasing a Ticket

A task can release a resource at any time, providing extra
free space on the timeline for new requests. However, if the
task requires the resource for longer than allotted, it may
keep it until a higher priority task makes a claim.

ETQ: Execution-Time Query

Even with execution-time atomic resource management,
situations will arise where a task requires a different amount
of a resource or time than was scheduled. For example,
adverse soil conditions may make it more difficult for a
rover to dig, thus using more energy and time to complete
the task. To enable reactive reasoning about aggregate
resources and time, we have developed an Execution—Time
Query (ETQ) mechanism to enable the executive to safely
deviate from the constraints laid out in the plan by the
deliberator.

One approach to dealing with this problem is to allow the
task to continue operation and use more of the resource. As
resource and time updates are made, the deliberator will
detect problems that this extra resource use will have on the
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Figure 5: CLEaR Concept Diagram

plan. For some types of resources, this approach will be
fine. If an imaging task uses extra RAM, and the scheduling
functionality detects that this will cause a problem, it can
decide to discard some of the collected data.

Unfortunately, other types of resources cannot be so
easily replenished, and this approach could lead to
catastrophic failures. If the rover uses extra energy, the
scheduling functionality detects a problem too late and the
energy is already gone. This could prevent the rover from
completing a mission critical task such as communicating
with Earth. Sometimes it is better to ask for permission than
it is to ask for forgiveness.

To deal with this challenge, our framework supports a
query system that enables the executive to ask for
permission before exceeding a resource limitation. This
capability provides global consideration of resource and
time usage during execution. When a monitor detects that
the resource will be over-subscribed, instead of just
completing or failing the task, it can query the deliberator.
The executing task queries the deliberator indicating how
much more of the resource or time the task would like to
use. The deliberator then does a quick check to determine if
the new resource usage would cause any conflicts, by
placing this new expected use into the plan and propagating
it forward. This is done similarly to how execution updates
are handled. If no conflicts result, then the query request,
permission is granted and the task can continue to execute
within the confines of this new resource or time
constraint/restriction. If this query propagation creates any
conflicts then the projected update is backed out of the plan
and the request is rejected. As we will see in the scenario,
there are situations when exceeding the resource allotment is
the desired behavior. For that reason, the framework does
not require that execution-time resource query be used.
Instead it is left to the knowledge engineer to decide which
tasks should “ask for permission” or “ask for forgiveness”.

Similar to the design of the execution-time resource
management functionality, there are alternative designs for
this query capability that would provide more functionality
at higher computationally expense. The deliberator could
check if the conflicts resulting from a changed resource
usage could be adequately repaired, and if so, give
permission to the task.

Current Status

In our current framework CASPER creates abstract
command sequences and executes those sequences by
translating the CASPER planning activities into TDL task-
tree goal nodes, which are then further expanded by TDL.
In Figure 5 we graphically depict levels of responsibility
between deliberative and reactive decision-making as a
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Figure 6: Scenario Maps for a Geological Science Location

function of time. At the current time, all decision-making
with respect to the executing tasks are performed reactively.
As the plan is projected forward, the deliberator takes on an
increasing role in decision-making.

By enabling the long-term deliberator and the short-term
reactive executive to share information on a more frequent
basis, the system can: (1) reduce the need to replan, (2)
detect the need to replan earlier and (3) when necessary
replan before entering a failed state while continuing to
execute other valid portions of the plan.

Scenario Examples:

We are continuing to develop both our concept of unified
planning and execution along with the implementation of
that concept within the CLEaR system. To assist in this
process, we are developing rover mission scenarios
consistent with the proposed Mars Smart Lander mission,
described in the Mars Smart Lander Rover scenario section,
for use in testing and validating our system. We are
performing tests in simulation and on the Rocky7 and
Rocky8 research rovers in the JPL Mars Yard.

Figure 1 provides a high level view of the complete
scenario, which includes two long-range traverses to three
geological science locations and several science data
gathering goals at those locations. Figure 6 contains a blow-
up view of one potential geological science location. The
ground operations team provides the rover with eight
science targets within this site. These targets consist of:
four images, two spectrometer readings, and two digs each
at different locations. The ground team assigns a priority to
each target, which is used in the science return optimization
algorithm of the deliberator and ARM [Rabideau, et al,
2000].

Our description of the scenario will begin with events that
occur while the rover is completing tasks at the geological
science location. We begin with this portion of the scenario
as these techniques are a logical extension to those of
previous work in integrated planning and execution [Gat
1998, 1992; Bonasso, et al, 1997]. We will then move on to

events that occur during the long-range traverse between
science locations. During this section we will describe how
these new capabilities, namely ARM and ETQ, increase the
rover’s ability to deal uncertain events.

We decided to turn the execution-time query facility off
while the rover was in the geological science site. This was
done because each of the goals in this part of the scenario is
part of the rover’s primary mission. If it requires extra
resources to complete a task, it should do so, and the
planner will have to repair the plan as best it can to achieve
future goals. During the long-range traverse, in the second
part of the scenario, we will use execution-time resource
queries to prevent opportunistic science from interfering
with the rover’s primary goals.

Part 1: Within the Geological Science Location

The system begins by employing a generic Traveling
Salesman Problem solver to identify an initial sequence
(tour) for visiting each of the science targets. The sequence
is then expanded to include all of the planner level activities
required to carry out that tour. During the generation of the
command sequence, all of the resource constraints are
maintained. For our current scenario this means that the
rover’s energy and memory resource profiles must be
maintained within the operations constraints. For energy
this requires that the projected and actual used energy level
must not drop below the prescribed margin levels. In part
this is to ensure that there is enough energy available for the
communications activities at the end of each day and also to
ensure that there is enough energy stored in the batteries for
overnight operations. For memory the system must balance
the memory buffer capacity to maximize science return and
ensure the availability of memory storage space for future
higher priority science observations.

The dashed line in Figure 6-A indicates the initial planned
sequence that the rover will take to visit the science targets.
However, things will not go as planned during execution
and the plan will have to be modified, as shown by the solid
line in Figure 6-B. The following section highlights some of
the unexpected events that occurred during execution and
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the challenges these events posed when coupled with the
time and resource constraints imposed by the mission.

Deliberator

The first problem with the plan is detected before
execution begins. The rover has been asked to collect more
science data than it has room to store in memory. The
deliberative scheduling functionality is able to detect this
problem and discards low priority science targets until
enough space is available for the remaining targets. In the
example, image target 1 from Figure 6-A is thrown out, and
a new path for visiting the remaining targets is generated.

Execution-Time Plan Manager

During execution, other resource usage issues arise. One
of the challenges in execution monitoring for a system under
time and resource constraints is that it is not enough to
detect whether or not an action resulted in success. One
must also monitor how the activity affected the rover’s
resources and how much time it took. For example, in
Figure 6-B, the image task at target 4 and the dig at target 5
were successful in that the main objective of the task was
completed. However, they also resulted in the use of more
resource than was anticipated. The image task required an
excessive amount of memory and the dig used up too much
energy.

The Execution-Time Plan Manager (Figure 2) enables the
rover to deal with these problems. The Executive
continuously provides updates on the state of each resource.
After each task is completed, the continuous planner notices
that there will be a deficiency in one or more resources. For
example, after the image is taken, the system realizes that
there will be insufficient memory to complete the other
science goals. In each case, the deliberator looks for low
priority tasks to drop, just as it did during initial plan
generation.

Similar behavior occurs when a task requires an
unexpected amount of time. Like the resource constraints,
tight time constraints require that the rover keep track of
how much time a task is taking so that it can avoid missing
future deadlines. For example, as the rover moves from
target 2 to target 3, its obstacle detection behavior must
avoid unexpected rocks that did not show up in the initial
map the rover was given. If the rover spends too much time
trying to reach this target, it may miss other deadlines, such
as the communication opportunity with Earth.

Again, the continuous scheduling functionality of our
framework addresses this challenge. Just as each task
includes monitors on resource usage, some tasks also
include monitors to track the rover’s progress over time. In
this example, the monitor realizes that, given the rover’s
position, it will not be able to complete the task in the
allotted time. At this point the continuous scheduling
functionality takes into account the latest information about
obstacles in the area and modifies the plan accordingly. As
in the previous cases, it might be necessary to drop certain
tasks to make up time. However, in this case, it turns out
that the rover can visit the targets in a different sequence
and still have enough time to make the communication
deadline.
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Figure 7: Example of ARM in Action

Part 2: Long-range Traverse Between Geological
Science Locations

After the rover completes the tasks in Figure 6, it must
proceed to the next geological science location in Figure 1.
This portion of the scenario will highlight benefits of
performing execution-time resource management to
schedule concurrent activities that make intermittent use of
the same resource. We will also show how the execution-
time query facility can be used to prevent a task from
interfering with a plan when it requires more of a resource.

ARM: Atomic Resource Manager

The benefits of execution-time resource management are
highlighted during long-range traverses. Recall from the
Mars Smart Lander (MSL) reference mission that we would
like to perform opportunistic science during these traverses.
Although both the traverse and traverse science tasks
require the use of the camera, neither requires it
continuously. These tasks can be scheduled concurrently.
Due to uncertainty in execution, however, it is difficult to
predict when and for how long each task will require use of
the camera.

To test our execution-time resource scheduling capability,
we created a simulation to model the camera usage behavior
of Gestalt, the navigation software that will be used on the
2003 Mars Exploration Rover (MER) mission. Whenever
Gestalt takes an image, it determines how far the rover can
safely travel before it must take the next image. With an
estimate of the rover's velocity, we make a prediction of
when the traverse will require the camera again. A
corresponding request is made to the resource manager for
the interval that the camera will be needed.

Meanwhile, our simulation of opportunistic science tries
to take images as often as it can. Before using the camera, it
must first make a request of ARM specifying how long it
will need the camera. As stated in the MSL reference
mission description, opportunistic science should not
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interfere with other rover activities;, thus, we give
opportunistic science a lower priority than traverse tasks.

Figure 7 illustrates the events that occur during a typical
run. The figure depicts the reservations that are placed on
the camera resource timeline during the execution of the
traverse and opportunistic science tasks. Each reservation is
numbered to indicate the order in which it was placed on the
timeline. The time units in the x-axis are in seconds and
mark the times for the various reservations. The upward
arrow denotes the current point in time.

At the start of the scenario, Figure 7 (A), the traverse task
has made a reservation that will begin at time 16 and last for
5 seconds, until time 21. Next, opportunistic science makes
a request for the camera for sometime between time point 1
and time point 31. The executive resource manager finds
space for the reservation starting at time 1. As time elapses,
the science task completes its first use of the camera, places
another request and uses the camera for a second time. At
time point 12 in (C), opportunistic science requests the
camera, however it cannot be given the earliest slot because
its duration would conflict with traverse’s reservation.
Therefore, it is given a reservation that begins at time 21. In
the absence of execution-time resource management,
opportunistic science would take the earlier slot and later be
preempted by traverse. This step demonstrates how ARM
protects against preemption. Instead, opportunistic science
is scheduled at a time when the resource is predicted to be
free.

In (D) things do not go as planned: traverse has taken
longer than expected to claim the resource. The behavior of
the system at this point depends on how traverse interacts
with the resource manager. If traverse releases its current
reservation and makes a new one to start immediately, the
resource manager will notify the following science task that
it has been superseded.

However, in the example scenario, the traverse task does
not release the resource and instead claims it and then holds
on to it past its scheduled reservation. At time point 21,
opportunistic science attempts to claim the resource but is
denied in favor of the higher priority traverse. Science then
makes a new request and is given a reservation starting at
time slot 22. Here, no preemption was necessary to resolve
the conflict, as the science task was not started.

There will be cases when preemption cannot be avoided.
An example occurs in (F) when the science task has been
initiated, but then the traverse requires the use of the camera
beginning at time 26. Because traverse has higher priority,
the resource manager gives it a reservation and preempts the
opportunistic science task. (G) Shows the final state of the
timeline after opportunistic science has been given a new
reservation.

ETQ: Execution-Time Query

As stated earlier, opportunistic science should never
interfere with other rover activities. Therefore, for the
traverse portion of the scenario, we employ the execution-
time query (ETQ) capability to enable the task manager for
opportunistic science to ask permission before using more
of a resource than it was prescribed by the plan.

In our scenario, the deliberator allocates a certain amount
of memory for use by opportunistic science based on a
rough estimate of how many images it will take and how
much RAM the images will require. If, during execution,
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Figure 8: Successful and failed science image attempts with
scheduling and non-scheduling versions of ARM

opportunistic science is able to take more images than
predicted, or the images require more memory than
anticipated, the task manager will detect that the task has
used up the memory it has allocated. At this point, if it
would like to take another image, it will use ETQ to see if it
can use more memory without disrupting the plan. In its
query it states the amount of additional memory it would
like to use. If the scheduling facility determines that this
extra usage will not cause -conflicts, it will give
opportunistic science the permission to take the image.
However, opportunistic science will have to check again if it
needs extra memory beyond this new allotment. If the
additional use would lead to conflicts, opportunistic science
would be denied and would have to stop taking images.
Note that ARM is unable to perform this function because
it does not have the long-term picture of the plan that the
deliberator has.  Further because ARM currently only
addresses atomic resources, it is unaware of future memory
requirements and, thus, does not know whether or not a task
using extra memory now will cause problems in the future.

Evaluation of ARM

We ran a series of tests to evaluate the impact ARM has
on the execution of concurrent activities that make
intermittent use of a shared resource. Our main objective
with the evaluation was to determine if there is any benefit
to using the scheduling capability of ARM. Our intention in
designing this capability was to allow ARM to use
predictions about resource usage to do simple form of
scheduling in an attempt to avoid preempting tasks. The
study looks at the impact of ARM's scheduling on task
preemption.

Methodology:

Our evaluation scenario is based on the opportunistic
traverse science task described earlier. In our example, the
objective of traverse science is to take as many images as it
can during a long range traverse. Before taking an image, it
must first request the resource from ARM stating when it
would like to use the camera and for how long. When
making the request, the science task tries to get the resource
as soon as possible but is willing to accept it any time until
the end of the traverse. We used a duration of 4 seconds.
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The traverse task uses the camera at different intervals to
look for obstacles in the path. Based on the images it will
plan a path that is typically 35 centimeters in length. It does
not use the camera while following that path and thus it can
be made available to other tasks, in this case the science
task. After each image is taken, the traverse task makes a
prediction for when it will need the camera again, based on
how fast it moves and the length of the planned path and
requests the resource from ARM for that predicted time.
For the purpose of evaluation we picked nominal values of
14 seconds between camera uses and 4 seconds for using the
camera.

To test the performance of ARM under uncertainty we
included noise with these numbers. For each run we select a
different probability p. With probability 1-p, the predicted
and actual resource use will be the times stated above. With
probability p, the predicted duration and time before the
next camera use will be drawn randomly from 2-6 seconds
for the duration of use and 9-19 seconds for the time before
the next use. Because the predicted camera use will not
always match the actual use (e.g. it may take longer to travel
the planned distance) we also vary the actual use. Again,
with probability 1-p, the actual use will match the predicted
use. With probability p we randomly pick the duration and
time before the next camera use from the same intervals
used for the predicted use.

For priorities, we gave the traverse task a higher priority
than the science task.

We ran two versions of the system Schedule and No-
Schedule. The Schedule version works as described above
using predicted resource usage information to avoid
preemption. The No-Schedule version does not take
resource reservations. Instead it simply give the resource to
the higher priority tasks whenever it requests it.

Results:

Figure 8 contains the results from running each system at
5 different noise levels. Each entry in the table indicates the
number of successful traverse science images taken along
with the number of failed science images. In each case, a
failed science image represents a preempted science task.
Note that because the traverse task had a higher priority, it
was never preempted.

Discussion:

Overall, these results show that the scheduling capability
of ARM is effective in avoiding the preemption of tasks.
Without any noise, the schedule version worked perfectly
and did not preempt a single task. At higher levels of noise,
a few tasks were preempted but much fewer than the No-
Schedule version at the same noise levels. Because the
Schedule version is a bit more conservative than the No-
Schedule version, there were slightly fewer successful
images taken. However, considering that a failed image
corresponds to wasted power, the cost of a small number of
missed images is likely to be much smaller than the cost of
wasted power.

Related work

There have been many techniques for combining
deliberative and reactive reasoning into hybrid architectures

for robotic applications. These architectures have been
successfully applied to many dynamic and uncertain real-
world domains including manufacturing [Lyons and
Hendriks, 1995], military operations [Arkin, 1997; Myers,
1998] and space exploration [Gat, 1992; Washington, et al,
1999; Pell, et al, 1997].

[Arkin 1998] and [Knight, et al, 2001] contain surveys of
many hybrid architectures. Only a few of these architectures
were designed with resource constraints and tight deadlines
in mind. Consequently, there has been little work in
addressing these issues in dynamic, uncertain environments.
Without some facility for reasoning about resources and
deadlines, there is a danger that the robot will not detect
problems in the plan until it is too late to do anything about
it.

However, there are some architectures that are capable of
reasoning about resources and deadlines. CIRCA (Musliner
et al. 1993) contains a scheduler that enforces hard real-time
constraints for a mobile robot navigation domains.
However, rather than repair the schedule, it returns failure if
it cannot meet the hard real-time constraints. CPEF [Myers,
1998] uses the SIPE-2 [Wilkins, 1988] planning system
which is capable of resource management. CPEF is unique
in its ability to perform indirect commanding, in which the
system supervises a collection of entities executing the plan
along with its ability to accept user advice for plan
development. [Washington, et al, 1999] present a system
that can perform resource management that is also applied
to the Mars exploration domain. To deal with uncertain
resource and time usage, their system precompiles resource
envelopes to provide task management flexibility to the
executive. The system also performs contingency planning
to deal with the set of most probable plan deviations.

CLEaR extends the capabilities of the previous systems
by providing execution-time atomic resource management
as part of the reactive reasoning. The CLEaR framework
also provides the reactive reasoning components with
limited access to the global view of the plan through the
execution-time query facility.

With respect to individual components of CLEaR, ARM
shares some similarities with the resource manager in [Gat
2000]. In particular, both components represent execution-
time resource managers. However, Gat was concerned with
providing hard-real-time guarantees, and enforcing resource
reservations through gate keeping access to the resources.
In contrast, we settled for a soft-real-time system that,
through the use of limited search, can do a small amount of
look-ahead to avoid task preemption. Thus ARM supports
execution-time decision-making, while [Gat 2000] provides
execution-time resource safety.

Future work

Our future work will involve the use of different types of
execution-time resource management (including aggregate
resources), means of better utilizing path-planning
algorithms in conjunction with planning and execution,
means of performing quick local plan repairs while
minimizing global plan risk, and finding other ways of
applying our unified planning and execution framework to
improve mission operations, increase science return and
enable more efficient long-range traverses.
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We are also applying the CLEaR system to ground station
automation for NASA’s Deep Space Network (DSN) [DSN
1994; Fisher, et al, 1998, 2000]. In this domain area
CLEaR is used in a similar fashion to generate command
sequences for commanding the ground station
communications subsystems to communicate with assets in
deep space, whether that be Earth orbiters, spacecraft in
orbit around Mars, on the surface of Mars, or as far out as
Voyager I & II now beyond the edge of our solar system.
The CLEaR software has also been licensed by Lockheed
Martin Skunk Works division for use in automating the pilot
functionality of Unmanned Air Vehicles (UAVs).

Conclusions

Resource constraints and tight deadlines pose challenges
beyond those found in other uncertain robotic environments.
In these applications, a task may require a different amount
of time or resource than anticipated, potentially leading to
execution failure at future points in the plan. We have
developed the CLEaR framework to address these
challenges. CLEaR extends previous work in hybrid
deliberative/reactive architectures in three ways. A
continuous planning and scheduling system allows the robot
to identify and repair problems before they occur, while
continuing to perform other tasks. ARM provides execution-
time atomic resource management enabling the scheduling
of concurrent tasks that require intermittent use of the same
resource, while avoiding the need for task preemption.
Finally, ETQ provides the executive with access to the
global plan perspective needed to prevent tasks from
deviating from time and resource allocations in situations
when doing so will lead to conflicts. This framework will
increase the effectiveness of robots in many real-world
applications, including the space exploration mission
presented in our case study.
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Hierarchica Task Network (HTN) planning (Sacerdoti
1974) is an approach to planning where problem-specifi ¢
knowledge is used to remedy the computational intractabil-
ity of classical planning. This knowledge is in the form
of task decomposition directives, i.e. the planner is given
a set of methods that tell it how a high-level task can be
decomposed into lower-level tasks. The HTN planning
problem consistsin computing a sequence of primitive tasks
that corresponds to performing the initial set of high-level
tasks.

Our purposein thispaper is 1) to give an account of HTN-
planning as high-level programming in the situation cal-
culus (McCarthy 1963) based languages Golog/ConGolog
(Levesque et al. 1997; Giacomo, Lesperance, & Levesgue
2000) and 2) to illustrate our approach with a ConGolog en-
coding of alogistics domain HTN-planning problem. The
Golog/ConGol og languages have been extended to deal with
explicit time, sensing actions, exogenous events, execu-
tion monitoring, incomplete knowledge of the initial state,
stochastic actions and others. Thus the range of problems
that can be tackled with this approach is potentially much
larger. Asan example, we modifi edthe logistics domain en-
coding to execute on-line and deal with run-time exogenous
delivery requests.

Preliminaries
The Situation Calculus

Thesituation cal culus (McCarthy 1963) isalogical language
for axiomatizing dynamic worlds. Intuitively, it has three
basic components: actions. responsible for all the changes
in the world; situations. sequences of actions which repre-
sent possiblehistories of theworld; and fLients: relationsand
functionswhich represent properties of the world and whose
values change from situation to situation.

Wewill use the defi nitionof the situation calculus and the
axiomatization of situationsasit appearsin (Levesque, Pirri,
& Reiter 1998; Reiter 2001). The language of the situation
calculusincludesfunction symbolsfor actions, for example,
loadTrk(obj, trk) could stand for the action of loading obj
into truck ¢rk. It includes a special constant S, that denotes
the initial situation and a function symbol do(c, s) that de-

notes the situation that results from doing action « in situa-
tion s. For example, the situation term

do(driveTrk(Trky, Locy, Locs), do(loadTrk(A, Trk1), So))

denotes the history of the world consisting of the sequence
of actions

[loadTrk(A, Trk1),driveTrk(Trky, Locy, Locs)].

Relational flents and functional flients are relations and
functions, resp., whose last argument is a situation. Exam-
ples of these are arelation at Truck(Trky, Locy, Sp) mean-
ing that T'rk, isat Locy intheinitial situation, and function
temperature(Room, , s) denoting the temperature value of
Room; insituation s.

A situation cal culusaxiomatization of adomain includes!:

1. Action precondition axioms: For each action function
A(Z) an axiom of the form Poss(A(%),s) = Ta(Z,s)
where IT4(Z, s) is a formula with free variables among
¥, s and s isits only situation term. These axioms charac-
terize the (situation dependent) preconditionsfor the exe-
cution of primitive actions.

2. Successor state axioms: For each relational fuent F'(Z, s)
an axiom of theform F(Z, do(a, s)) = ®r(Z, a, s) where
®r (%, a, s) has free variables among #, a, s and s is its
only situation term. Similar axiomsare included for func-
tional fuents. These axioms characterize the value of fu-
ents after executing a primitive action a in situation s.
These axioms embody Reiter’ ssolution to the frame prob-
lem for deterministic actions (Reiter 1991).

3. Unique names axiomsfor actions.

4. Axiomsdescribingtheinitial situation: A fi niteset of sen-
tenceswhose only situationtermis.S, and which describe
what isinitially true, before any actions have occurred.

Example1 Our main example through out this paper will
be a logistics domain problem. There are objects that are to
be moved between locations by truck or plane. Cities con-
tain different locations some of which areairports. Primitive
actions include loading/unloading an object onto a truck or

LArguments in predicates and formulas starting with a lower-

case letter denote variables. Free variables are implicitly univer-
sdly quantifi ed.
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plane, driving atruck and fying aplane. Thefollowingisan
axiomatization of thisdomain:
Action Precondition Axioms:

Poss(loadTruck(o,tr),s) =

atTruck(tr,l,s) A atObj(o,l,s).
Poss(unloadTruck(o,tr),s) = inTruck(o,tr,s).
Poss(load Airplane(o,p), s) =

atObj(o,l, s) A at Airplane(p,l, s).
Poss(unload Airplane(o, p), s) = inAirplane(o, p, s).
Poss(driveTruck(tr, orig, dest), s) =

atTruck(tr, orig, s) A inCity(orig, city) A

inCity(dest, city).

Poss(fly(p, orig, dest), s) =

at Airplane(p, orig, s) A airport(dest).

Successor State Axioms:

atObj(o,l,do(a, s)) =
a = unloadTruck(o,tr) A atTruck(tr,l,s) vV
a = unloadAirplane(o, p) A at Airplane(p,l, s) V
atObj(o,l,s) A a # loadTruck(o,tr)A
a # load Airplane(o, p).
atTruck(tr,l,do(a, s)) =
a = driveTruck(tr,o,l) V

atTruck(tr,l,s) A (a # driveTruck(tr,o,d) vV d =1).

at Airplane(p, apt,do(a, s)) =

a = fly(p, oapt, apt) V atAirplane(p, apt, s)A

(a # fly(p, oapt, dapt) V dapt = apt).

inTruck(o,tr,do(a, s)) =

a = loadTruck(o,tr) vV

inTruck(o,tr,s) A a # unloadTruck(o,tr).

inAirplane(o, p,do(a, s)) =

a = load Airplane(o, p) V

inAirplane(o, p, s) A a # unload Airplane(o, p).

Unique names axiomsfor actions:

loadTruck(o,tr) # unloadTruck(o,tr),

loadTruck(o,tr) # load Airplane(o, p), €tc.

Initial situation:

at Airplane(p,l, Sp) =

p= Plane; ANl =
atTruck(t,l, So) =

t=Trucki1 ANl = Loci1 V

t=Trucks1 ANl = Loca1 V...
airport(loc) =

loc = Locy 1 Vioe = Locy 1V

loc = Locs 1 Vloc = Loca Vioc = Locs .
inCity(l,c) =

l=TLoci1 Ne=Clity, V

l="Locsi Ne=Clitya V...
atObj(p,!,So) =

p = Package; ANl = Locz 3V

p = Packagea Nl = Locz 1 V...

The above set of axiomsformsa complete situation cal cu-
lus primitive action theory for our logistics domain example.

Locs 1 Vp= Planes ANl = Locy ;.

Golog and ConGolog

The situation calculus based programming languages Golog
(Levesque et al. 1997) and ConGolog (Giacomo, Lesper-
ance, & Levesgue 2000) alow usto defi necomplex actions
in terms of the actionsin a primitive action theory. The con-
structs of Golog are the following:

e Test condition: ¢7. Test whether ¢ is true in the current
situation.

e Sequence: J1; 2. Execute §; followed by 4.
o Nondeterministic action choice: ¢, |d,. Executed; or ds.

o Nondeterministic choice of arguments: (wz)é. Choose a
valuefor z and execute d for that value.

o Nondeterministic iteration: §*. Execute § zero or more
times.

o Procedure defi nitions:proc P (%) § endProc. P(Z) isthe
name of the procedure, 7 its parameters, and § isthe body.

ConGolog has the above constructs plus the following:
e synchronized conditional: if ¢ then §; elsed,.

e synchronized loop: while ¢ do§.

e concurrent execution: d; || dz.

e prioritized concurrency: d;))d,. Execute d; and d, con-
currently but §» executesonly when d, isblocked or done.

o concurrent iteration: §ll. Execute § zero or moretimesin
parallel.

e Interrupt: ¢ — J. Executed whenever condition ¢ istrue.

Example2 The following is a procedure defi nitionfor the
logistics domain:

proc moveObj(o,loc)
(7 oloc, ocity).
if atObj(o,oloc) A inCity(oloe, ocity) then
%% if obj. isto be moved within the same city
if inCity(loc, ocity) then inC'ity Deliver(o, oloc, loc)
else %% else must go by air to destination city
(7 deity).
if inCity(loc, deity) A deity # ocity then
(7 oaprt, daprt).
(inCity(oaprt, ocity) A inCity(daprt, deity))? ;
inC'ityDeliver(o, oloc, oaprt) ;
air Deliver(o, oaprt, daprt) ;
inCityDeliver(o, daprt,loc)
else False?
else False?
endProc

The forma semantics of ConGolog is defi nedin terms
of relations Trans(d, s, 8, s') and Final(4, s).? Intuitively,
Trans(d,s,d',s') holds if after executing a single step of
program § in situation s, ¢’ is what remains of § to be ex-
ecuted and s’ is the resulting situation. Final(d, s) means
that § can be considered in aterminating state in situation s.

2For the original, smpler semantics of Golog see (L evesque et
al. 1997; Reiter 2001).
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These are some of the axiomsfor T'rans and Final from
(Giacomo, Lesperance, & Levesgue 2000):

Trans(nil,s,d’,s") = False.
Trans(a,s,d',s') =

Poss(a,s) A& =nil As' = do(a, s).
Trans(¢?,s,0',s') =

O[s]Nd =nil ANs' = s.
Trans(d1;02,5,6', s

(37)0" = (7;02) A Trans(d1,s,7,s" )V

Final(d1,s) A Trans(dq,s,6',s').
Trans((7z)d, s, d',s") =

(3z)Trans(d,s, 8, s').
Trans(if ¢ then §; elseds, s, ', s') =

o[s] A Trans(d1,s,6',s" )V

—¢[s] A Trans(dz,s,0",s")
Trans(while¢ dod, s, ', s') =

(39).(8" = v ; whileg do §)A

o[s] A Trans(8, s,v,s').

Trans(dy || 02,s,8",s") =

@0 = (7 | 32) A Trans(d1, 5,7, )]V

(37)[6l = (61 H 7) A TranS(J% 5% Sf)]'

~—

(
(97, ) False.
anal( 1;02,8) = Final(d1, s) A Final(d2, s).
Final((wz)d, s) = () Final(4, s).
Fmal(lf ¢ thend; elsedy, s) =

é[s] A Final(d1, ) V —¢[s] A Final(d2, s).
Final(while¢ dod, s) = —¢[s] vV Final(d, s).

Final(dy || 62, s) = Final(d1, s) A Final(da, s).

An abbreviation Do(d, s, s’), meaning that executing é in
situation s ispossibleand it legally terminatesin situation s’,
can bedefi nedintermsof thetransitiveclosureof T'rans and
predicate Fiinal:

Do(d,s,s') = def (33").Trans*(8,s,d', s’

Trans* isdefi nedby asecond order situation calculusfor-
mula. For details see (Giacomo, Lesperance, & Levesque
2000).

A Prologinterpreter for ConGolog can be obtained almost
directly from these axioms and a primitive action theory (Gi-
acomo, Lesperance, & Levesque 2000).

) A Final(§',s").

HTN Planning

Inthissection webriefly review HTN-planning. Our discus-
sion is based on the defi nitionsof HTN-planning from (Eral,
Hendler, & Nau 1996). For the primitive tasks, however, we
will use situation calculus notation, i.e. we use primitive ac-
tionsinstead of STRIPS-style HTN operators. M oreover, we
use situationsinstead of states.

A primitivetask isan actionterm A(Z). A compound task
is aterm of the form tname(#). A task network is a pair
(T, ¢) where T is alist of tasks and ¢ a boolean formula
of constraints of the forms (¢ < ), (¢,1), ({,t), (t,1,t'),
(v = v')and (v = ¢) wheret,t’ aretasksfrom 7', l isa
fuent literal, v, v arevanabl%andc isaconstant. ANHTN

methodisapair (h,d) where h isacompound task and d is
atask network. Methods arethe HTN construct for building
complex tasks from primitive ones.

AnHTN planning problemis atuple (d, s, D) whered is
atask network, s isasituation, and D is a planning domain
consisting of a primitive action theory plus a set of methods.
A planis asequence of ground primitive tasks.

Let d beaprimitivetask network, s beasituation, and D a
planning domain. A sequence of primitive tasks o is a com-
pletionof dins, denotedby o € comp(d, s, D), if o isatotal
ordering of a ground instance of the primitive task network
d and is executablein s.

Let d be atask network that contains a compound task ¢
and m = (h,d") be amethod such that ¢ is a most general
unifi erof ¢t and h. Defi nereduce(d, t, m) to be the task net-
work obtained from d# by replacing ¢4 with d’6 and incorpo-
rating (see (Erol, Hendler, & Nau 1996) for details) the con-
straintsin d’ with thosein d. Defi nered(d, s, D) as the set
of all reductions of d by methods of D.

A solution sol(d, Sy, D) toaplanning problem (d, Sy, D)
isthe set of al plansthat can be computedin afi nitenumber
of reduction steps:

soly (d, So, D) = comp(d, So, D)
801n+1(d,SQ,D) =

soly (d, So, D) U Ud’ered(d,SD,D) soly (d', So, D)
sol(d, So, D) = U, <., 50ln(d, So, D)

Example 3 Thefollowing are methodsfor moving an object
in the logistics domain that correspond to the Golog proce-
dure example above. The fi rstmethod works for moving an
object within the same city. The second isfor moving an ob-
ject between cities.

(moveObj(o,loc)

[t = inCityDeliver(o, oloc, loc)]
(atObj(o, oloc), t)A
(inC'ity(oloc, ocity), t)A
(inCity(loc, ocity),t)

)

(moveObj(o,loc)
[t1 = inCityDeliver(o, oloc, oaprt),
ty = air Deliver(o, oaprt, daprt)
ts = inClityDeliver(o, daprt, loc)]
(atObj(o,0loc),t1) A (inClity(oloc, ocity), t1)A
(inCity(loc, deity), t1) A (ocity # deity, t1)A
(inCity(oaprt, ocity), 1) A
(inCity(daprt, deity), t1)A
( ) A

11 <19 (tz < t3)

Programming HTNsin Golog/ConGolog

In this section we show how HTN-planning problemscan be
encoded in Golog/ConGolog. Let usfi rstconsider task net-
works which are totally ordered and with a constraint for-
mula ¢ that is aconjunction of constraints of the form (Z, ¢).
This is the type of task networks the HTN-planning system
SHOP (Nau et al. 1999) is designed to solve.

Totally ordered task networks can be encoded in Golog
since thereis no concurrency among the tasks.
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Totally ordered task networks

Consider an HTN-planning problem P = (d, So, D).
We encode the methods (h, d1), (h,ds), . . ., (h,d;) of each
compound task h as a Golog procedure as follows:

proc h

(L1a)?5ti1 55 (Liy)? s oy |
(Lz 1)‘7 ta1;... (LQ 22) 12,i, |
(Lk D75tk (Dki)? 5 te i
endProc

wheret; ; isthe jthtask ind; and L; ; isaconjunction of the
literals! such that (,; ;) isaconstraintin d;.

Let Ap denote the resulting set of Golog procedures. To
complete the encoding of the HTN planning problem P we
include a Golog program d obtained from the task network
d. Thisprogramhasthesameform asthat of asingle method:
(L7 5t (L)7?5 4.

The HTN planning problem can now be reformulated in
terms of the logical semantics of Golog:

Dp = (3s)Do(Ap ; 61, S, 5)

Here, Dp isthe primitive action theory of P plusthe axioms
of Golog.

The procedurein Example 2 isan encoding of the methods
in Example 3, except that instead of using nondeterministic
choiceof actions, i.e. operator |, weused i f-statementssince
the conditions before the fi rsttasks are mutually exclusive.

Partially ordered task networks

Before we move on to partialy ordered task networks, let us
comment on enforcing constraints of the values of literals,
i.e. constraintsof theforms(Z,¢), (¢,1) and (¢,!,¢') and their
boolean combination. Intuitively, one way to think about
these constraints is that their purpose is for eliminating or
“pruning” someof the plan candidates. Their purposeissim-
ilar to that of the temporal constraints used by Bacchus and
Kabanza (1995; 2000) for controlling search in a forward
chaining classical planner. Reiter uses this technique in a
Golog implementation of severa classical planners (Reiter
2001). Theideaisto useapredicate bad Situation(s) to en-
code constraints and check them before adding a primitive
action to the plan being computed. So in the remainder of
the paper, we will assume that these constraints have been
suitably encoded by means of abadSituation predicate.

Furthermore, wewill assumethat the partial order boolean
formulais a conjunction of atoms (¢ < t’). Thisisnot a
limitation since an unrestricted formulacan al so be enforced
through the bad Situation predicate. However, if the partial
order formulaisaconjunction, it iscomputationally better to
enforceit imperatively in the program.

Let us now consider encoding partia order HTN planning
problems in ConGolog. As before, for each method there
will be a procedure, but we also need to introduce two fu-
ents and two actions which are used to enforce the partia
ordering among tasks: fuent exzecuting(p(Z), s) meaning
that the ConGolog procedure p is executing in situation s,
fuent terminated(p(Z), s) meaning that the basic action

or procedure p has executed and terminated in situation s,
action start(p(Z)) which causes ezecuting(p(Z), s) to be-
cometrue, and end(p(Z)) which causes executing(p(Z), s)
to become false and terminated(p(Z), s) to become true.
Both fuents areinitialy false for al procedures and actions
and the two actions are the only ones that change these flu-
ents' truth value. Formally, the successor state axioms for
these fuents are the following:

executing(p(Z), do(a, i)))

a = start(p()) 3
executing(p(Z), s) A a # end(p(X)).

terminated(p(Z), do(a, s)) =
a= p(i") Va =end(p(Z)) vV
terminated(p(Z), s).

Let d beatask network and ¢ oneof itstasks. Let nexec(t)
stand for —executing(t) A —~terminated(t). Let pred(t, d)
stand for the conjunction:

/\ terminated(t)
{t":(t'<t)ed}

If there isno constraint (t < ¢;) in d then pred(t,d) =
True.

The ConGolog procedure that encodes the methods
(h,dy), (h,d2), ..., (h,d) for acompoundtask 4 is:

proc h 81|ds| . . .|dx endProc
where
pred(t; 1) A nexec(t; 1) = ;1 ||
5. def pred( 2) Anezec(t; o) = tio ||

pred( i k) Anexece(tg,) = ti g,

Thet; ;sarethetasksin d;. Thed;s consist of aset of inter-

rupts one for each subtask. As soon as the predecessors of

atask that has not yet executed terminate, the interrupt fi res
and the task executes.

Example4 Thisisa simple blocks world example method
for moving ablock v, from ablock v, onto ablock vs:

(move(vy, va, v3)
[clear(vy), clear(vs), unstack(vy,va), stack(vy, vs)]
(clear(vi) < unstack (v, v2))A
(clear(vs) < unstack(vy, va))A
(unstack(vy, ve) < stack(v1, vs))

The encoding as a ConGolog procedureis the following:

proc move(vy, va, v3)
nezec(clear(vy)) — clear(vy) ||
nezec(clear(vs)) — clear(vs) ||
nezec(unstack(vy,v2)) Aterminated(clear(vy)) A
terminated(clear(vs)) — unstack(vy, vs) ||
nexec(stack(vy,vs)) Aterminated(unstack(vy,va))
— stack(vy, vs)
endProc
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It is not always possible but in many cases the partial or-
dering of taskscan be captured without introducing extraflu-
ents. For instance, the procedure for move(vy, va, v3) can
clearly be written in the following ssimpler way:

proc move(vy, vz, v3)
(clear(vy) || clear(vs)) ;
unstack(vy,va) ; stack(vy,vs)
endProc

On-line Execution with Exogenous Actions

The situation calculus and Golog/ConGolog are very pow-
erful languages which allow one to solve problems well be-
yond the capabilities of today’s HTN-planners. In this sec-
tion we present an encoding of the logistics domain of the
previous examplesfor execution on-line and handling of ex-
ogenous delivery requests at run-time. We also show some
sample runs using a ConGolog interpreter in Prolog.

On-line execution of a ConGolog program means that
once thefi rstprimitive action is determined according to the
control structure of the program, which due to nondetermin-
ism may involve randomly choosing one, thisaction is actu-
ally executed in the world. This means that our ConGolog
interpreter should not backtrack after choosing such an ac-
tion. Luckily, thisbehaviour isvery easy to realize in Prolog
using acut. The off-lineinterpreter includesthe rule:

of fl i ne(Prog, SO, Sf): -
final (Prog, SO), SO0=Sf ;
trans(Prog, SO, Progl, S1),
of fli ne(Progl, S1, Sf).

To prevent the interpreter from backtracking on primitive
actions, including exogenous ones, we simply add acut after
aone step transition is chosen:

onl i ne(Prog, SO, Sf): -
final (Prog, SO), S0=Sf ;
trans(Prog, SO, Prog1, S1), !,
online(Progl, S1, Sf).

Thisisa braveonlineinterpreter. A cautiousone may, for
instance, check offine that the remainder of the program suc-
cessfully terminates before committing to an action:

onl i ne(Prog, SO, Sf): -
final (Prog, SO), S0=Sf ;
trans(Prog, SO, Prog1l, S1),
of fl i ne(Progl, S1, Soff), !,
online(Progl, S1, Sf).

These issues are further discussed in (Giacomo, Reiter, &
Soutchanski 1998; Reiter 2001).

L et us now turn to exogenousactions. Although an agent,
or in our case the logistics program, does not have con-
trol over when exogenous actions occur, its background
theory includes axioms informing it what exogenous ac-
tions can occur and what their effects are. In our lo-
gistics example, we only consider one exogenous action:
request Delivery(obj, loc) meaningthat arequest to deliver
obj to loc hasbeenissued. Exogenousactionswill be gener-
ated by having the interpreter ask the user to input them.

Following (Giacomo, Lesperance, & Levesque 2000), we
will model exogenous actions by defi ninga specia proce-
dure which will execute in parallel with the logistics main
procedure:

proc exoProg
(me)(exoActionOccurred(e) — e)
endProc

The condition exzoActionOccurred(e) aways succeeds
when evaluated and it comes back with a user supplied value
for e which can be an exogenous action, nil which meansno
exogenous action occurred, or endSim which isjust as nil
but tellsthe interpreter to stop asking the user for exogenous
actions. Wecould alternatively have had them generated ran-
domly without complication.

Now, the main logistics procedure is a program
that reacts to the occurrence of exogenous actions
request Delivery(obj,loc) by triggering the execution
of amoveObj(obj,loc) task:

proc deliveryDaemon
(mpck, loc) deliveryReq(pck,loc) —
start Delivery(pck, loc) ;
[(moveObj(pck,loc) ;
endDelivery(pck, loc)) ||
deliveryDaemon)
endProc

The main ConGolog program is the parallel execution of
thelogisticsprocedure and the exogenousactions procedure:
exoProg || deliveryDaemon.

Hereisasamplerunin Eclipse Prolog:

[eclipse 2]: runSim
startSim
Enter an exogenous acti on:
request Deli very( packagel, |oc5-1).
request Del i very(packagel, |oc5-1)
startDelivery(packagel, |oc5-1)

Enter an exogenous action: nil.
driveTruck(truck3-1, loc3-1, |oc3-3)

Enter an exogenous action: nil.
| oadTruck( packagel, truck3-1)

Enter an exogenous action: nil.
driveTruck(truck3-1, loc3-3, |loc3-1)
unl oadTruck( packagel, truck3-1)

Enter an exogenous action: nil.
fly(planel, |oc5-1, loc3-1)

Enter an exogenous acti on:

request Del i very( package2, |oc3-2).
request Del i very(package2, |oc3-2)
| oadAi r pl ane( packagel, planel)
fly(planel, loc3-1, loc5-1)
unl oadAi r pl ane( packagel, planel)
startDelivery(package2, |oc3-2)

Enter an exogenous action: nil.
endDel i very( packagel, |oc5-1)
| oadTruck( package2, truck3-1)
driveTruck(truck3-1, loc3-1, |oc3-2)
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unl oadTr uck( package2, truck3-1)
Enter an exogenous acti on:
request Del i very( package3, |ocl-3).
request Del i very(package3, |ocl-3)
Enter an exogenous action: nil.
startDel ivery(package3, |ocl-3)
endDel i very( package2, |oc3-2)
driveTruck(truck2-1, loc2-1, |oc2-3)
Enter an exogenous action: nil.
| oadTr uck( package3, truck2-1)
driveTruck(truck2-1, loc2-3, |oc2-1)
unl oadTr uck( package3, truck2-1)
Enter an exogenous action: nil.
| oadAi r pl ane( package3, pl ane2)
Enter an exogenous action: nil.
fly(plane2, loc2-1, |ocl-1)
Enter an exogenous action: nil.
Enter an exogenous action: endSim
endSi m
unl oadAi rpl ane( package3, pl ane2)
| oadTruck( package3, truckl-1)
driveTruck(truckl-1, locl-1, |ocl-3)
unl oadTr uck( package3, truckl-1)
endDel i very( package3, |ocl-3)

Plan |l ength: 32 More? n.

Thenon-indented linesare primitivetasks appearing inthe
order they occur. The user is prompted for an exogenous
action every time the condition exoActionOccurred(e) is
evaluated. Thishappensevery timetheinterpreter computes
atransition for the exzo Prog procedure.

Conclusion

Our purposewas two-fold. On one hand we have argued that
HTN-planning can be thought of as a specia case of high-
level programming in the sense of Golog/ConGolog. We
have done this by showing an encoding of HTN-planning
problems in these languages. In doing this, we only took
advantage of afew of their constructs and of the techniques
which have been devel oped for the many problemsthat have
arisen in cognitive robotics research. These techniques are
obviously relevant to planning given that both problemsin-
volve modeling dynamic worlds. The work by the Cogni-
tive Robotics group at the U. of Toronto includesformaliza-
tionsfor robotic control that account for explicit time of ac-
tion occurrence, sensing and knowledge, execution monitor-
ing, stochastic actions, action choice based on decision the-
ory, and others.® Our second goal wasto actually show agen-
eraization of HTN-planning, after taking this programming
perspective, by taking aclassic HTN-planning problem, alo-
gisticsdomain problem, and encoding it in ConGolog for on-
line execution and run-time exogenous actions.

We were not the fi rstto point out a connection between
HTN-planning and high-level languages Golog and Con-
Golog. Baral and Son (1999) extended ConGolog with an
HTN construct. In the extended language, a program may
include an HTN-planning problem as a statement. However,
the new construct is limited: the tasks appearing in it cannot

Much  of this  work  can be found at
http://www.cs.toronto.edu/cogrobo

be ConGolog programs. One has to separately defi nemeth-
odsfor the compound tasks mentioned in an HTN-statement.
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Abstract

In classical planning and scheduling approaches, a task
schedule is first designed off line, then executed on line, sim-
ply releasing tasks at times compatible with temporal do-
mains of their starting time-points. When durations of tasks
are uncertain, one wishes to keep as much flexibility on line
as possible so as to release each task according to effective
durations taken by previous ones. One also wishes to en-
sure off line that the on-line schedule will be feasible what-
ever the uncertain durations will be, which has been called
temporal controllability of the plan. Such proactive reason-
ing both leads to predictice schedules that are more robust
when executed on line, and also to easier and more effective
on-line rescheduling when needed. Going further, the notion
of sequentiability has been defined with respect to resource
constraints. It means here the ability to decide on line the se-
quencing of tasks that use the same discrete resource, accord-
ing to effective durations taken by previous ones. In the non-
uncertain framework, algorithms exist to prune the search and
detect so-called forbidden precedences among tasks. In this
paper we show how these techniques can be extended in tem-
poral problems with uncertainty.

Introduction

Temporal Constraint Satisfaction Problems, and particu-
larly Simple Temporal Problems (STPs) (Dechter, Meiri,
& Pearl 1991; Schwalb & Dechter 1997) are frequently
used in planning and scheduling applications that involve
quantitative time constraints (e.g. (Laborie & Ghallab 1995;
Morris, Muscettola, & Tsamardinos 1998)), as they allow
fast checking of temporal consistency. A duration between
two time-points or the temporal domain of a time-point (set
of possible times of occurrence) are represented through in-
tervals of possible values. However this formalism does not
adequately address an important aspect of real execution do-
mains: the time of occurrence of some events may not be un-
der the complete control of the execution agent. For exam-
ple, on a building site, a task might wait for a supply truck,
which arrival time is dependent on the traffic, while the task
duration itself might depend on the weather conditions. In
such cases, the execution agent does not have freedom to
select the precise delay between events. Instead, the value
is selected by Nature independently of the agent’s choices.
This can lead to constraint violations during execution even
if the STP appeared consistent at plan generation time.
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The problem of constraint satisfaction for STPs with Un-
certainty was addressed formally in (Vidal & Fargier 1999).
Uncertainty means here the effective duration of a task or the
effective delay between two particular times (start or end of
tasks) still lie within allowed bounds but cannot be decided,
and will hence be observed on line during execution. In
this setting, the question of temporal feasibility goes beyond
mere consistency to encompass the main issue of Dynamic
Controllability. Essentially, a network is dynamically con-
trollable if there is a strategy for executing on line the time-
points under the agent’s control that satisfy all requirements.
Such a property must consider that the agent will apply the
strategy in a chronological way: to decide when to execute
next task, she might take advantage of observations made
on the occurrence of past uncontrolled events, but she must
decide without knowing the effective durations of tasks still
to come. Dynamic controllability was proven to be tractable
(Morris, Muscettola, & Vidal 2001), through the application
of a mere local consistency checking algorithm.

Actually the Dynamic Controllability (checked off line)
means the ability to postpone effective timing of tasks until
executing them on line, but resting assured that no constraint
will ever be violated, whatever the observations are. This
can be viewed as a least-committment approach adding flex-
ibility to the planning and execution loop, still ensuring the
plan safe execution. In other words, our approach is proac-
tive in the sense that most of the reasoning is made off line,
to prove that a schedule will be feasible. But actual schedul-
ing (i.e. assigning times to starting times of tasks), though
being now straightforward, is made on line.

In scheduling, complex resource constraints must also be
accounted for (Pinedo & Chao 1999). We are interested here
in non-preemptive tasks (i.e. they cannot be interrupted) and
disjunctive resources (i.e. discrete resources with capacity
equal to one). In this framework two tasks competing for
the same resource need be sequenced. For example, the
same crane might be needed for two unloading tasks that
should be both processed within a given time window. Usu-
ally, when executing an STP, such decisions have already
been made (and the added precedence link proven consis-
tent), since a constraint such as task i before or after task j
cannot be expressed through simple binary constraints be-
tween time-points. Nevertheless, in domains with temporal
uncertainties, it might be the case that one sequencing choice



is compulsory to make the network Dynamically Control-
lable in some situations, while the reverse choice is needed
in other situations, none being valid in all situations. This
calls for Dynamic Sequencing strategies, which means post-
poning such decisions until execution. We would then rather
be able to check off line that this might be done on line
without constraint violations. Such a new property has been
called Dynamic Sequentiability (Vidal & Bidot 2001).

In general cases, this property cannot be checked in poly-
nomial time since sequencing is already an NP-complete
problem in many scheduling problems without uncertainty
(Lenstra, Rinnooy Kan, & Brucker 1977). But there a num-
ber of propagation techniques exist to filter out values from
temporal domains, that are not compatible with the sequenc-
ing constraints, allowing to speed up the search for a feasible
schedule or to detect early an inconsistency (Baptiste, Le
Pape, & Nuijten 2001). For instance the Forbidden Prece-
dence rule checks whether one of the two possible sequences
may be proven infeasible with respect to temporal domains
of start and end times of two tasks 7 and 7 (Erschler, Roubel-
lat, & Vernhes 1976; Torres & Lopez 2000). A more elab-
orated one, the Extended Forbidden Precedence rule, which
is based on energetic reasoning (Lopez & Esquirol 1996),
checks it taking also into account all other tasks that use the
same resource and might occur between ¢ and j.

In this paper, after recalling some background on the topic
in section 2, we will focus in section 3 on the Forbidden
Precedence rule; we will show how the rule should be writ-
ten in the framework of STPs with uncertainty. Section 4
will follow the same lines addressing the Extended Forbid-
den Precedence rule. We will conclude with a couple of
words about foreseen extensions of the work.

Background

A Simple Temporal Network (STN) (Dechter, Meiri, &
Pearl 1991) is an STP represented as a graph < V,G >
in which the vertices in 1/ are the time-points that are the
variables of the problem, while edges (or links) in G are
binary numerical constraints g, in the shape of simple in-
tervals [I(gzy), u(gzy)] OF possible durations between two
time-points  and y. Please note that the inverse con-
straint implicitly exists and is gy = [l(gyz), u(gye)] =
[—u(9zy), —1(gzy)], and that no specific constraint between
x and y results in the initial interval | — co, +00].

To check global consistency of an STN, one might use
filtering techniques, namely arc-consistency (AC) and path-
consistency (PC) techniques that both run in polynomial
time in STNs. PC for instance is a local shortest path propa-
gation algorithm: it computes any binary constraint g, be-
tween points x and y by intersecting it with all paths going
through a third time-point z:

9oy = oy N (Joz © Gz)

which amounts to, considering that composition simply
sums up the lower and upper bounds of the intervals, and
intersection takes the max of the lower bounds and the min
of the upper bounds:

Gy = [Max(l(gey), 1(gzz) +1(92y)),
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min(u(ggy), w(gzz) + w(gzy))]

AC merely updates the temporal domain of each time-
point y (i.e. the interval of possible times for y), by comput-
ing the sum of the temporal domain of another time-point
2 and the interval expressing the duration between 2 and
y. This may be seen as a specific and more restricted case
of PC since a temporal domain of z is the duration interval
between the origin of time 0 and 2. The advantage of PC
is that the complete minimal network is computed: for any
two time-points = and y, PC provides the duration interval
containing these and only values that are consistent with the
other constraints of the problem. Such strength of PC will
be widely used in this paper.

Figure 1 illustrates AC and PC through small examples.

[12,25] [3.6]
[10,20] [10:30]
X y y
[2,5]
[1.3] [2,3]

Figure 1: AC and PC algorithms

A Simple Temporal Network with Uncertainty (STNU)
is similar to an STN except a subset of G called C repre-
sent specific links called contingent, which may be thought
of as representing causal processes of uncertain duration;
their finish timepoints, called contingent timepoints, are
controlled by Nature, subject to the limits imposed by the
bounds on the contingent links. All other timepoints, called
executable timepoints, are controlled by the agent. Thus,
an STNU is a 3-tupleI' = < V.G,C >. We require
0 < I(c) < u(c) < oo for each contingent link ¢ € C.

An STNU may be regarded as a family of STNs: a pro-
jection (Vidal & Fargier 1999) of I' is an STN derived
from I, replacing each contingent link ¢ by an interval with
equal upper and lower bounds [v,v] for some v such that
l(c) < v < u(e). The set of values v for all the contin-
gent links represent one situation that the executing agent
might face on line, when durations of contingent links are
eventually observed. Then one can define a schedule as an
assignment of fixed times to all time-points, and an execu-
tion strategy as a mapping from the set of projections (or
situations) to the set of schedules. An execution strategy is
viableif and only if for all situations the associated schedule
is consistent.

Global consistency needed to be redefined in terms of
controllabilities. We will not get into the details of these
properties in this paper (see (Morris, Muscettola, & Vidal
2001) for details), but instead just focus on the most rele-
vant one, the Dynamic Controllability: in short, an STNU is
dynamically controllable if and only if there exists a viable
execution strategy that can be carried out on line as far as
the contingent durations are observed. Thus, a Dynamic ex-



ecution strategy might be safely run on line, since it assigns
a time to each executable timepoint that may depend on the
outcomes of contingent links in the past, but not on those
in the future (or present). This corresponds to requiring that
only information available from observation may be used in
determining the schedule on line.

To check dynamic controllability, one might first runa PC
algorithm. If a contingent link is squeezed, then it means
some of its uncontrollable values are not consistent, there-
fore the problem will be infeasible for such values. But
this is not enough, since the contrary is not true in general.
A further PC-like filtering algorithm that still runs in poly-
nomial time might be designed to get the minimal STNU.
This algorithm called 3DC+ (Morris, Muscettola, & Vidal
2001) either proves inconsistency or provides the executing
agent with duration intervals restricted to dynamically con-
trollable values only, making it possible to safely and eas-
ily execute the schedule on line according to observations
made. We just quickly recall here the basics of this algo-
rithm (see (Morris, Muscettola, & Vidal 2001) for details):
one needs only considering triangles zyz in which one con-
straint g, is contingent (if two are contingent the triangle
will be considered twice, and if all three links are contingent
the triangle is trivially not dynamically controllable). We
consider gz, = [u,v], g2z = [a,D] and g, = [c, d] (fig-
ure 2; a contingent constraint is depicted as a dotted arrow).

Figure 2: Triangular network for 3DC+

1. case 1: if d < 0, then necessarily y is before z and no
further restriction is necessary.

2. case 2: if ¢ > 0, then necessarily z will be executed
before y, hence without having observed it yet, there-
fore g,. must be restricted so that things will work fine
whatever values are taken by g¢,,, which raises g,, =
[a,b] N [v — d,u — c]. For instance, the initial network
of figure 3(a) is stable after PC, but is further restricted by
3DC+ to the network of figure 3(b).

[1,3] [1,3]
X st T Y Xt o T Y
[0,1] [1.3]

[0,0] [1,3]

z z
(@) (b)

Figure 3: llustration of 3DC+ case 2
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3.case 3: ¢ < 0and d > 0, i.e. z might occur before
or after y. Here the general rule to apply is to update
gz = [a,b] N [min(v — d,u), ] and in the case where
v—d > u, one needsto add a wait < y,v—d > onthe link
gz, Which means that after activating xz, one should wait
either for the occurrence of y or at least v —d time units be-
fore activating z. Such wait constraints are added to the
STNU model and regressed, which is a backward prop-
agation process, still made locally through triangles, and
thus still tractable. Figure 4 presents an example where
v —d > u. As previously, the figure shows the initial
network (a) and the network propagated by 3DC+ (b).

[1,3] [1,3]

[04] [-2,1] < [yl"; \ [-2,1]

z

z
(@) (b)

Figure 4: lllustration of 3DC+ case 3

Existing work only focused on temporal constraints, dis-
regarding resource constraints that are of high significance
in planning and scheduling applications. As mentioned
in the introduction, a disjunctive resource compels all
tasks needing this resource to be sequenced. Sequencing
decisions, just as task activation time decisions, should
be left to the on-line executing agent, since in some sit-
uations one sequencing will be needed while the inverse
choice must be taken in another situation. Anyhow, to
ease feasibility checking of the problem and detect some
sequencing that are forbidden anyway, filtering algorithms
over sequencing decisions are of high added value. Efficient
though non-complete ones exist in classical scheduling;
this paper aims at adapting them in the uncertain framework.

In the remaining of the paper, we will use the following
notations for each task :

e k= €[k ,k ]: start time-point
o k* €[k", % ]: end time-point
e p,=kt—k € [p, , Dy ]: duration

e w2 € [wd,ws]: consumption over an interval A

Forbidden Precedence

The reader should keep in mind that the meaning of a forbid-
den precedence is that adding this precedence to the problem
(before execution) would lead to an inconsistency. When
temporal uncertainties are accounted for, it is enough to find
one situation in which adding this precedence would make
the projection inconsistent: such a sequencing may be de-
cided on line when facing a situation that supports it, but it
should not be added during off-line scheduling when all sit-
uations are still likely to occur. We will first recall the clas-



sical way of expressing the rule in scheduling without tem-
poral uncertainty. This has not been extended to the STN;
we need to do this first before extending to the STNU.

The STN context

Let us consider two (non contingent) tasks ¢ and j which
must be sequenced (for instance because they compete for
the same resource).

Classical rule formulation in scheduling Proposition 1,
illustrated by figure 5, allows us to conclude that *“i before
4" is forbidden (denoted by i £ j) (Erschler, Roubellat, &
Vernhes 1976).

Proposition 1 If]_'Jr —i <p, +p; theni £ j.

Proof. ¢~ is the earliest possible start time for i , therefore
L +p, is the earliest possible end time for 7. Similarly,

Tr —P, is the latest possible start time for j. Thereforei < j

implies that ;= + p, < Tr —p; Reverting this proposition
gets to Proposition 1. O

[ SYNINY |
e

Figure 5: Forbidden precedence i 4 j

New formulation based on a minimal STN  One can see
the previous rule uses information on the possible times of
¢~ and 5, which are in an STN the temporal domains, i.e.
the duration between 0 and the time-point.

That may be generalized in a complete minimal network
obtained through a PC propagation (figure 6). In this mini-
mal network, a forbidden precedence between i and 7, exists
if and only if a lower bound of the link j —¢* is positive, that
means j~ is before i*, which forbids i < j. It yields the
following proposition.

Proposition 2 Ifa’ > 0theni £ j.
Symmetrically if ¢/ > 0thenj £ 4.

Proof. In a complete minimal network obtained through a
PC propagation, all paths from ;5 ~ to s have been searched
for. Therefore in the edge j —+* valuated by [a/, V'], @’ is the
highest lower bound for j —i. Thena’ > O means: £ j. O

Proposition 3 Proposition 2 subsumes Proposition 1.

Proof. The proof is straightforward since after PC propaga-
tion o’ stands for the greatest minimal path between ; — et

it In particular a’ > P, 7 i +p,. 0

Adaptation to STNUs

We will now assume that some of the tasks may be con-
tingent, which means we need considering an STNU prop-
agated through 3DC+ instead of an STN. In figure 6, that

Figure 6: STN after propagation through PC

means the links  ~i* and 5~ ;T may be contingent?.

For instance let ¢ be contingent. After propagation a’ cor-
responds to a shortest path from 5~ to <1, but it might result
from a path going through i —, being the sum —b+p.. Since ¢
is contingent we must consider the worst situation in which
this path would take longer, this is when i takes its upper
bound p;. A precedence is indeed forbidden if there exists
at least one situation in which it is forbidden. Otherwise the
off-line scheduling process could be allowed to enforce such
a precedence in the network, which would lead to a possible
failure at execution time if 4 takes its upper bound.

So let us look at the case where p; = p;. One can see there
will be a problem if p, > b since j~ would necessarily be
released by the execution process before 7 has occurred. It
is easy to check that this new condition p; — b > 0 subsumes
the previous one @’ > 0, that is p, — b > «'. Indeed, if only
PC is applied to this network, the link i — j— valuated by [a, b]
is intersected with the path i =i 5=, i.e. [p., p;] © [V, —d'],
then one has b < p, — a’. Since 3DC+ will only restrict
further the value of the link ¢ —j—, the property p, — b > o'
is still enforced by 3DC+. In other words, there might be
cases in which p, — b > 0 while a’ < 0 as the next example
will show. Considering all other possible cases, one gets the
following updated rule.

Proposition 4 If; isnot contingentand a’ > 0 theni £ j.
If ¢ iscontingentandp, — b > 0 theni £ j.
If j iscontingentand p; + ¢ > 0 theni A j.
Symmetrically,
If j isnot contingent and ¢’ > 0 thenj 4 i.
If ¢ iscontingentandp;, — d > Othenj £ i.
If j iscontingentand p; + a > 0 thenj A i.

In the example of figure 7, ¢ is a contingent task while
Jj is not. Propagation through PC provides us with [—1,9]
on the link j=¢*. Condition ¢ # j might be deduced by
Proposition 4 (since p, — b = 5 — 4 > 0), but cannot be
deduced considering the length of the shortest path from s+
to 7, thatisd/, sincea’ = -1 < 0.

Extended forbidden precedence

We will now introduce a more effective rule in terms of de-
duction by taking into account other tasks that compete for

1We still consider that other links are not contingent, which is
usually the case in real-life planning, but our scheme might easily
be extended to cases with contingent links between tasks.
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Figure 7: lllustrative example of Proposition 4

the same resource and that are to occur within the same ref-
erence interval. For that purpose we need to define the mini-
mal consumption of a task & over a reference interval A (Es-
quirol, Lopez, & Huguet 2001). As in the previous section,
we first give mathematical expressions as classically stated
in scheduling, improve them for the STN framework, then
adapt them in the STNU.

Classical rule formulation in scheduling

Consumption We denote by w£ the consumption of task
k (i.e. how long & uses the resource) over a reference interval
A = tit5. Two cases must be distinguished:

L ETkTNA=0 = w2 =0;
2. k kTN A #£ 0 = wa = min(k*,t2) — max(k—, t1).

This isillustrated by figure 8 where striped areas represent
the consumption of each task between ¢, and ¢-.

[ v

s EZ= Kk

1

t1 t2

Figure 8: Consumption of five tasks

One then gets:
wh = max[0, min(kt, ty) — max(k~, t1)]

which amounts to, knowing that k™ — k= = py,

@)

One is usually especially interested in computing the
lower and upper bounds of the consumption: for the con-
sumption of task & over interval A, we might derive from
equation (1) the minimal (or necessary) consumption noted
w,ﬁ, and the maximal consumption noted mﬁ.

The former is obtained by considering the minimal dura-
tion of the task, and by shifting it to its left and right utmost
positions, retaining the minimum value of all intersections
between such positions and the reference interval A. That is
illustrated in figure 9 and raises:

w,j‘ = maX[O, min(p;m to — tl, k+ — t17 to — k7>]

o)

wh = max]0, min(p, ,ta — ti, kY —t ty — & )]
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t1 t2

Figure 9: Minimal consumption of three tasks

The maximal consumption is on the contrary obtained by
considering the maximal duration and positions which inter-
section with interval A is maximal:

©)

The relevant notion for our purpose is obviously the min-
imal consumption: when trying to check whether i before j
is feasible, we intend to take into account that another task &
will necessarily consume the resource, between i — and 5T,
for at least some time T'. Therefore we will not consider
anymore the maximal consumption in the remainder of the

paper.

Rule formulation based on temporal domains In the
STN context, extending the forbidden precedence rule

means taking as a reference interval A = ij. Propo-
sition 5, illustrated by figure 10, allows the deduction of
a forbidden precedence between tasks ¢ and j by consid-
ering the minimal consumptions of other tasks competing
for the same resource over A (Lopez & Esquirol 1996;
Esquirol, Lopez, & Huguet 2001).

— o —+ -
wh = max[0, min(py, ty — t1,k —ty,ts — k7))

Proposition 5 1f ;7 —i~ < PP+ Dk w; 7 then
14 7.
The proof is straightforward since the minimal consump-

tion expresses the necessity that the other tasks will consume
the resource over a subset of the interval.

A |
; |
\ MY

= = ‘ \

Figure 10: Extended forbidden precedence i 4 j accounting
for k

New formulation in the STN context

General formulation of the consumption Let us con-
sider the minimal consumption of a task % between ¢~ and
4T according to the outcome of a PC algorithm in an STN.
Figure 11 illustrates the situation will all relevant links.



Figure 11: Minimal consumption of a task &£ in an STN

Here A = i=j* = [u,v] is the reference interval. The
general formulation of the minimal consumption of & over
this interval is as follows:

w,ﬁ = max{0, min[}_)l€7 v, max(c,gk —b), max(e,gk —h)]}
(4)
Let us justify the formulation. The two former terms p,
and v correspond to the obvious cases, when the task occurs
fully outside A, and when it covers the interval A, respec-
tively.

The third term is when the task is shifted to the left. In
such a situation ¢ k™ will take its lower bound ¢, and ac-
tually the interval s =k looks like the amount of & that lies
after —, therefore ¢ should be the quantity to consider. But
one may also consider & is left-shifted when k& —i~ takes its
upper bound. Then b represents the part of & that lies outside
the reference interval. Therefore the quantity p, —b could be
considered as the minimal consumption of k. The dominat-
ing value will be the maximal one, since a propagation algo-
rithm retains the max of all lower bounds. Similar reasoning
leads to e and p, —has possible quantities to represent the
minimal consumptlon of k& when it is right-shifted.

Now all that follows consists in determining which quan-
tity subsumes the other, distinguishing between contingent
and non-contingent cases for k.

Extended forbidden precedence rulein a minimal STN
Formula (4) can be simplified considering how PC updates
the links. Composition of intervals [—b, —a] and [p, ,D;]
raises [p, — b, b, — a] which is intersected with [c, d]. Since
the network is stable p, —b should not update ¢, therefore
c>p, — b. Similarly e > P, — h. We should then use ¢ for
a task shifted to the left and e for a task shifted to the right.

In the network of figure 12, after a propagation through
PConegets: p, —b=1-1 =0andc = 1; vp, —h=
1—(—1)_2ande_

o [1,3] kt

Figure 12: Example for calculating the consumption
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The minimal consumption is then expressed by:

w,ﬁ = max[O,min(]_ywuc, e)]

©)
To get the Extended Forbidden Precedence Rule, one
needs to consider the reference interval as being i =5t =
[w, v]. Proposition 5 ends up being:
. i~ 5t o,
Proposition 6 1fv <p, +p; + Yy, 7 theni A j.
The following example (figure 13) illustrates that Propo-
sition 6 subsumes the classical formulation of Proposition 5.

i [4,7] gt

Figure 13: lllustrative example of Proposition 6

For the minimal consumption over the interval A =
i~ ", with the original formulation:
w‘kA = max[Qmin(gk, to —t1, kT —t1,t0 — k)]
one gets w = max[0, min(1,9—-1,1—-1,9—1)] = Oand

wf = max[0,min(1,9 — 1,3 — 1,9 — 6)] = 1. Over the
interval A = i~ 5T, with the new formulation

w = max]0, min(p, ,v, ¢, e)]
one gets ws = max[0,min(1,7,1,4)] = 1 and w =

max[0, min(1,7,2,0)] = 0. Then pr = 4 and p, = 3
with Proposition 5 the test 8 < 4 + 3 +0+1 does not
permit any deduction, while rule 6 provides us with the test
7 <4+ 341+ 0whichimpliesi £ j.

Adaptation to STNUs
We now suppose that & is contingent.

Minimal consumption The formulation of the minimal
consumption is based upon the one in STNs with & not being
contingent (formula (4)). For each & contingent, one must
consider the upper duration p,, instead of P, since, as said
before, we should manage to infer a forbidden precedence if
at least one situation forbids it, and since the consumption
will always be higher with k& taking its upper duration it is
enough to consider the situation with p;, = p,. We hence
get the following general formulation:

— )]}
(6)

w,ﬁ = max{0, min[p,,, v, max(c, p;, — b), max(e,



As in STNs, we will now try to simplify the two latter
terms of this formula, i.e. for a task & shifted to the left and
shifted to the right. Figure 14 shows which are the links of
interests in these two cases.

o —}

k_ub]

(@)
Figure 14: A left-shifted (a) and right-shifted (b) task

(b)

First, if only a classical PC algorithm was run on the net-
work, then one would get in the former case p,, — ¢ > b
(otherwise as seen before b would have been updated). That
amounts to p,, — b > ¢, which allows us to simplify the term
for a task shifted to the left, only retaining the stronger term
Dy, — b. Similarly, for a task shifted to the right, 5, —e > h
(otherwise h would have been updated by the PC algorithm),
which amountstop, — h > e.

This is actually enough to get the simplification, since
3DC+ will only restrict the constraint domains further and
therefore can only make the inequalities stronger. Anyhow
we will consider all cases of 3DC+ to show how the result
holds. This algorithm indeed restricts the constraints in dif-
ferent ways according to the relative placement of =, 5T,
and the ending points of .

e Task shifted to the left

1. d< 0@ after k™).

3DC+ does not make any specific restriction, therefore the
former result simply holds. Moreover, in this case task k
will necessarily be before ¢ —, thus outside the reference
interval: since ¢ < d < 0 the term p,, — c is greater and
hence dominated by p,, in formula (6).

2. ¢ > 0 (i~ comes before k).
With 3DC+, one gets b < P, —C thusp, —b > Qk_b > c.

In the example of figure 3 (where k — stands for z, &+ for
y, and ¢~ for z), the initial network (a) cannot be updated
by PC; onethengetsp, —b=3—-1=2andc=1. In
the final network (b), 3DC+ has restricted further value b.
This allows us to deduce a higher necessary consumption
sincenowp, —b=3-0=3.
3. c<0andd > 0.

With 3DC+, only « is further restricted. Adding a wait on
k~i~ will also only affect the lower bound of £ ~i~, but
the value of the wajit still must be lower than b. Therefore
here as in case 1 of 3DC+ the former result p,, — b > ¢
holds from PC updates.

e Task shifted totheright
We refer here to figure 14(b).
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1. h <0 (5T after k).

Here again, 3DC+ provides no further restriction. More-

over, in this special case & will be fully contained within

the interval A: since i < 0, the term p,, — h will be greater

and hence dominated by p,, in formula (6).

2. g > 0(5* before k™).

With 3DC+, one gets e > 5, — h. With PC we had e <

D, — h, which means necessarily p,, — h = e. Thisis a

property of 3DC+, that makes both terms equivalent here.

We will choose p;,, — h to remain consistent with other

cases.

Using the propagated network of figure 3 (where &~

stands for x, k™ for y, and j* for 2), one gets e = 0

andp, —h=3-3=0.

3. g<0eth>0.

With 3DC+, one gets e + max(e, min(p,

which amounts to two distinct cases:

o Ifp,—h < P, thene > p,—h. Sincewehade < p,,—h
from PC, we get e = p,, — h: as for case 2, this is a
special case where both terms could be used;

e Ifp, —h > Py then e might simply be updated with

WhICh means e>p,. which as said before does not
affect the result of PC: p,, — h > e. The only interesting
part is that one might get a wait of < k*,p, —h > on
k—jT. That means in the worst case the lower bound
e will be increased up to p,, — h if k™ does not occur
before. Which still entails p,, — h > e.

In figure 4, on the network obtained by 3DC+ (b) (where

k~ stands for x, kT for ¢, and 5T for z), one gets e = 1

andp, —h=3—-1=2.

As a matter of conclusion, when & is contingent, the min-

imal consumption of & over a reference interval A is:

Ay ()
Extended forbidden precedence rulein an STNU The
reference interval being A = i =5 = [u, v], the rule is sim-

ilar to Proposition 6, but the minimal consumption w’ 7"
will be computed from equation (5) if k is not contingent and
from equation (7) if k is contingent. Moreover, the terms D,
and P, should be replaced by p; if  is contingent and p; |f]
is contlngent

Proposition 7 7 and j not contingent: If v < p,tp;+
. o
Dk wy T theni A j.
. L
i and j contingent: If v < p; +P; + >0, wy,
A _
¢ contingent and j not contingent:
Sy wh 7 theni £ .
@ not contingent and j contingent: If v < p, + p; +
. o
Dy wy T theni A .
We consider the same example as in figure 13, where now

ky and ko are contingent. Figure 15 shows the network ob-
tained after 3DC+ propagation.

= h,p,)),

wﬁ = max{0, min[p,,v,p, — b,p;, —

then

Ifo <P, +p, +



With formula (7), it yields: 3, ¢, 1,y w7 =3+2=
5. With Proposition 7, one consider the first case where ¢
and j are both non-contingent. If& =p = 2, the test

7 < 24 2+ 5 holds which implies i 4 j.

Figure 15: Illustrative example of Proposition 7

Concluding remarks

In this paper we have focused on two propagation rules that
are known to be effective in task scheduling, when dealing
with disjunctive resources. These are the Forbidden Prece-
dence and the Extended Forbidden Precedence rules. First,
using the strength of the STN minimal network, we modified
the rules to take into account updated constraints between
time-points instead of temporal domains, and showed the
gain in terms of more deductions made. In the STNU frame-
work, such deductions should be made more cautiously,
since such rules guide the off-line scheduling process, and
if a precedence has not been proven to be forbidden then it
might be enforced in the network before execution. When
temporal uncertainties and hence dynamic on-line execu-
tion strategies are to be considered, then one should forbid
a precedence (i 4 j) as soon as there exists one situation in
which the precedence is inconsistent. This made us consid-
ering worst cases with respect to contingent durations and
change the rules accordingly.

These results are a first step in designing techniques to
check off line the dynamic sequentiability of a task plan.
The overall goal of these proactive reasoning techniques is
to design predictive schedules that are not completely set,
final decisions being taken on line. This added flexibility
improves the robustness of the solution when facing time
discrepancies from predicted task durations, and limits the
need for elaborated (purely reactive) on-line scheduling, that
would be more time consuming and could lead to trouble-
some deadends.

So the given rules might only prune the search and ease
the on-line process by enforcing the precedence relations
that are not forbidden. On the contrary, having i £ j and
j # ¢ does not necessarily mean in STNUSs that the prob-
lem has no solution; it only means there are some situations
in which the former is forbidden while there are some situa-
tions (a priori others) in which the latter is forbidden. There-
fore there is still work to be done to conclude the feasibility
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or not of the dynamic sequencing problem.

Anyway, we stronly believe that such incomplete rules are
still very effective filtering techniques that will help the over-
all checking process. Therefore we plan to study the adap-
tation of more elaborated ones like edge-finding techniques,
and evaluate these techniques on experimental examples.
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Abstract

Several successful autonomous systems are separated into
technologically diverse functional layers operating at
different levels of abstraction. This diversity makes them
difficult to implement and validate. In this paper, we
present IDEA (Intelligent Distributed Execution
Architecture) a unified planning and execution framework.
In IDEA a layered system can be implemented as separate
agents, one per layer, each representing its interactions
with the world in a model. At all level, the model
representation primitives and their semantics is the same.
Moreover, each agent relies on a single model, plan
database, plan runner and on a variety of planners, both
reactive and deliberative. The framework allows the
specification of agents that operate within a guaranteed
reaction time and supports flexible specification of reactive
vs. deliberative agent behavior. Within the IDEA
framework we are working to fully duplicate the
functionalities of the DS1 Remote Agent and extend it to
domains of higher complexity than autonomous spacecraft
control.

Introduction

Several successful autonomous systems are separated int

technologically diverse functional layers operating at
different levels of abstraction (Bonasso et al. 1997) (Currie
and Tate 1991) (Wilkins et al. 1994). However, there are
some significant drawbacks to this approach. Developing
layered systems is complex. For example, it is

unreasonable to expect that domain experts (e.g., system

and mission engineers in a spacecraftmdm) will
directly encode their knowledge in a form usable by the

different agent layers. Instead, this encoding becomes the

responsibility of specialists familiar with each agent layer,
which increases development cost and
applicability of the autonomous software. Another
problem is the frequent need to encode the same
requirement in different forms in the different layers. The
difficulty of tracking encoding discrepancies can decrease
the reliability of the autonomous software. In this paper,
we describe IDEA (Intelligent Distributed Execution
Architecture) an approach to planning and execution that
provides a unified representational and computational
framework for an autonomous agent. IDEA provides a
well-founded virtual machine that integrates planning as
the reasoning module at the core of the execution engine.
The virtual machine is composed by four main
components whose interplay provides the basis for the

Copyright ©2002, AmericarAssociation for Artificial Intdligence
(www.aaai.org. All rights reserved.
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agent’s autonomous behavior: the domain model, the plan
database, the plan runner, and the reactive planner.
Deliberative planning is not a core requirement for the
virtual machine but, through modeling and problem
solving on the plan database, IDEA provides the means to
program arbitrary combinations of reactive and
deliberative problem solving. IDEA also defines a simple
protocol for communication among several separate IDEA
agents, i.e., agents implemented using the IDEA virtual
machine. We believe that this representational and
problem-solving approach can be applied at all levels of
the architecture of a complex agent, such as Remote Agent
(Bernard et al. 1998). We haveeaently taken a first
significant step toward demonstrating this by re-
implementing the high-level control layer of the Remote
Agent. This includes closed-loop reactive planning after
an unrecoverable hardware fault to put the spacecratft in
standby while allowing the deliberative planner to
regenerate the mission plan to adapt to the degraded
spacecraft capdhies.

By defining a virtual machine IDEA aims at the agent'’s
“assembly level”. We believe that using IDEA is not
incompatible with current high-level execution languages
Gat 1996) (Simmons and Apfelbaum 1998) since
programs written in these languages could be compiled
into IDEA’s “assembler” and executed by an IDEA virtual
machine. Moreover, IDEA aims at defining the required
functionalities and interfaces of the modules constituting
the virtual machine. As such, IDEA encourages the use of
different technologies and implementations for the plan
database and the reactive and deliberative planners (Kim,
Williams and Abramson 2001).

In the rest of the paper we briefly describe the Remote
Agent architecture as an example of the state of the art in
multi-layered agents. We then describe how idea differs
from current multi-layered architectures. We sketch the
IDEA virtual machine and point out some of its
implications, mainly with respect to the reactivity and
interaction between reactive and deliberative decision-
making.

Layered Agent Architectures: Remote Agent

The Remote Agent (RA) was developed at the NASA
Ames Research Center and at the Jet Propulsion
Laboratory. RA is an autonomous control system capable
of closed-loop commanding of specraft and other

complex systems. RA was demonstrated by running on-
board the Deep Space 1 (DS1) spacecraft and déntggo

its operations for a total of two days in May 1999 (Bernard
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et al. 1998) (Nayak et al. 1999). Unlike traditional The Executive (EXEC) occupies the second layer.
spacecraft ammand sequencers, RA was designed to be EXEC'’s function is to translate high-level actions in the
goal-achieving and robust. While a command sequencer plan into a stream of timed, low-level commands to
simply issues low-level commands at fixed times, a goal- System Software. EXEC does so with two separate
achieving system receives a specifiedats to be mechanisms. First it interprets the plan one step at a time
maintained for a specified period of time and from this it with a specialized module called the plan runrier each
determines the relevant commands and when to issue action currently in execution, the plan runner checks
them. A command sequencer is brittle when confronted whether all logical and temporal termination conditions

with command failures and cannot further peed, but
RA can modify pre-planned commands in order to
overcome obstacles that would normally prevent the
achievement of a goal. Operational constraints were
explicitly encoded into RA models. RA used these models
to avoid violating the constraints regardless of the
commanded goals.

The RA architecture integrates three layers of
functionality: a constraint-based planner/scheduler (PS)
(Jonsson et al. 2000) a reactive executive (EXEC) (Pell et
al. 1999), and a Model Identification and Recovery system
(MIR) consisting of a model-based truth maintenance
system with diagnosis and recovery module (Williams and
Nayak 1996) (Figure 1). Each layer uses a different
modeling language and a different way to specify problem-
solving control.

Remote Agent

Abstraction Level

High-level Planner
declarative mode| ( PS)
Plan High-level
request plan
Executive | &
Medium-level Runner
procedural model (EXEC)
State‘ Recovery Recovery
request command
Low-level MIR \ 4
ow-leve
declarative mode| | M | MR |
A
) Low-level
Observations commands

Low-level
procedures

System Software
(e.q., controllers)

Figure 1: Remote Agent's layered architecture

At the highest level is PS, which uses a high-level
declarative modeling language (HSTS DDL) to define the

for the action are satisfied. If so, it terminates the action, it
propagates the action termination time to the rest of the
plan, and it starts the next action in the plan. When
executing an action, EXEC runs a procedure associated
with it in EXEC’s model. Each procedure is written in
ESL, an extension of LISP (Gat 1996). It specifies how to
achieve the succestages associated with the action using
low-level commands to System Software. An ESL
procedure operates at a level of abstraction higher than
that of low-level commands in order to enhance reactivity.
On DS1, an EXEC procedure needed to respond to any
handled event within a worst-case 4-second bound.

EXEC relies on MIR to support low-level sensor
interpretation and commanding. MIR provides two main
functions. MI (Mode Identification) estimates state and
notifies EXEC when a state changes. Ml uses a detailed
model of the system components (e.g., switches). Typically
Ml needs to consider interactions between several
subsystems (e.g., sensors) in order to determine the state
of some device (e.g., whether a thruster is ON or OFF).
MR (Mode Recovery) uses the same model of Ml and
determines the least costly path from the MI estimated
(faulty) system state and the one EXEC requires in order
to satisfy the plan. MR also guarantees that the recovery
actions do not pass through invalid states communicated
by EXEC. For DS1, the maximum response time for MR
was 5 seconds while MI could generally generate a
diagnosis within a few hundred milliseconds

Using different problem solving modules with different
representation languages and different reasoning engines
had a direct advantage. In large part the modules
constituting RA were based on technology already
available. For DS1, it was therefore possible to concentrate
on the still very hard problem of weaving these modules
into a single, coherent agent. Also, one may argue that the
representation and problem solving capability of each
module could be tuned to maximize performance at that
level. However, this heterogeneous approach made it
difficult to validate all the models and procedures and to
insure that they did not conflict.

The structure of IDEA

state machines and the temporal constraints needed to , . , . .
create valid plans. PS uses depth-first, backtrack search as"ftér an in depth analysis of RA's functionality, we

the basic problem-solving engine. In order to produce believe that it is possible to duplicate it within a new,
plans in reasonable times, developers can use a simple“n'f'ed agent framework, where all layers have the same

language to specify choice selection heuristics. For the
DS1 RA, we were able to write heuristics that drastically
reduced backtracking, limiting it to shallow trees. This

structure. In this section we give an outline of the main
components in IDEA.

allowed PS’ response time to stay between ¥: hour and 4 Tokens and Procedures

hours depending on the size of the planning problem. This
was achieved on a 20 MHz CPU for % of the available
CPU time and within 32 MB of available memory.

In IDEA, the fundamental unit of execution istaken a
time interval during which the agent executes a
procedure A procedure has the following general form:
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P(iz, ..y in > Mg, M0y, ..., Gn; S)

Each j, m and grepresents respectively anput, mode
and outputargument. It is possible for any or all of k
andm to be zero. For example, if=0, the procedure has
no input arguments. A procedure has also a status wlue
Normally, at any time during its execution, a procedure
returns a value for each.d’here are no constraints either

a communication wrapper. The function of this wrapper is
to send messages that initiate the execution of procedures
by other agents or to receive goals that are treated by the
agent as tokens. The arguments and the start and end time
of each received token are treated as parameters used by
the internal problem solving of the IDEA agent to decide
what to do next. An IDEA agent can communicate with

on the order or on the exact time at which output values multiple agents both controlling and controlled. Moreover
are returned. When the procedure returns a value for the two agents could mutually control each other. Therefore,
statuss, however, the token is terminated and one or more there is no restriction on the communication topology of a
tokens may be started. To execute a procedure the value ofmulti-agent system implemented with IDEA agents.

all input arguments;imust be known. If soP can be
called and the time of invocation & is the token start

The format of the allowed communications is governed by
the centralModel that describes which procedures can be

time. The procedure continues execution until one of two exchanged with which external agents. It also specifies
things happen: 1) a status value is returned; or 2) the which procedure arguments are expected to be determined
agent decides to interrupt the token’s execution (e.g., before a goal is sent to another agent (input arguments)
because the token has timed-out, i.e., the current time is and on which arguments the agent is expecting execution
equal to the latest end time of the token). The time at feedback from some other agent executing the token
which this happens is the token end time. While inputs, (output and status arguments). As we will see this model

outputs and status play an active role in the execution of a is also central to the functioning of the virtual machine.

token, the mode arguments play only an indirect role. To communicate with other agents the relay relies on an
Their value is not monitored at execution but can be underlying inter-process communication mechanism that

arbitrarily modified by a planning activity at any time

during the agent’s problem solving.

Controlling
System

Controlling
System

Goal Execution
Networks Feedback
1

i

Agent Relay

IDEA Comm Wrapper

IDEA Virtual Machine

Plan
Runner

Reactive Planne

Search
Engine

Search
Control

v!

===

Plan Databas
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|
Goal Execution
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System .
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Figure 2: Structure of an IDEA agent

Communication Wrapper and Virtual Machine

Figure 2 gives an overview of the basic components of
an IDEA agent. The agent communicates with other
agents (either controlling or controlled by the agent) using

is not part of IDEA proper. Our current implementation
relies on the IPC package from CMU (Simmons and
James 2001) and we are also exploring the use of real-time
CORBA (Real-Time CORBA 2002).

Plan Database and Model

The IDEA agent executes tokens only after they have
appeared in a plan maintained in a central database. This
can happen either because a controlling agent has
communicated new goals or because some internal
planning (reactive or deliberative) has generated
appropriate  subgoals.  Although  our reference
implementation is based on the constraint-based EUROPA
planning technology (Jonsson 2000), the use of different
planning technologies is possible as long as they satisfy
IDEA’s requirement. In particular, the database must be
partitioned into a series of parallel timelines, each
representing the evolution over time of a dynamic property
of a subsystem. To be considered for execution, a token
must lay on an appropriate timeline. Sequences of tokens
on a timeline will be executed sequentially and in parallel
with tokens on other timelines. From now on we will
continue discussing IDEA assuming the existence of a
sophisticated constraint representation and propagation in
the database, although this is not a strong requirement of
IDEA.

At any point in time, thePlan Databasedescribes the
portion of the past that is remembered, the tokens
currently in execution, and the currently known future
tokens, including all the possible ways in which they can
execute. Each token parameter (input, mode, output,
status, and start and end time) has an associated variable.
All these variables are connected by explicit constraints
into a single constraint network. For example, the start
and end time variables of each token are always related by
an explicit duration constraint. The network implicitly
restricts the possible value of each argument. The
constraint database provides constraint propagation
services that impose appropriate levels of consistency
(e.g., arc consistency or path consistency) and can restrict
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the range of variables to appropriate sets of values

parameters with the plan constraints; and (2) support for

(possibly a singleton). For example, consider a simple case the token according to the domain model.

with two timelines, one representing the actions oblot
and the other representing the state of tleot’s on-board
battery. The plan may contain alot action:

recharge ([10, 202 = ; nominal)

Checking plan constraints is obtained as part of the
constraint propagation within the Plan Database. This
automatically communicates the effect ofexeived output
or status value to the unexecuted part of the plan.

This takes as input the level of charge of the battery, has Similarly, the actual end time for a token is propagated to
no mode and output arguments, and is expected to return the rest of the plan.
in a nominal state. The [10, 20] range means that the Checking model support for a token requires
actual value of the input battery state of charge must be guaranteeing that a new token must start when the token
between 10 and 20 units for the procedure to be legally immediately peceding on thetimeline ends. Before
executed. The exact input value could be obtained by starting a new token and invoking the new procedure, the
executing a tokemead_state_of charge® - soc; 9 on Reactive Planner checks whether the token is indeed
the battery state of charge timeline. Such a token could be supported by the model in the plan. This means that there
present in the plan and constrained to execute before the must be a set of constraints in the plan that corresponds to
recharge token. The communication of the state of charge a set of requirements necessary for the token execution
between the two procedures can be obtained by a co- according to the model. If this is the case, the Reactive
designation constraint between the output of Planner may further constrain the procedure’s arguments
read_state_of chargend the input ofecharge so that it can be called during the current execution cycle.

Tokens and constraints between them must respect the This may require constraining the input variables so that
requirements of the agent’'s central domain Model. For all of the procedure’s input arguments are bound to a
example, the domain model could contain the constraint single value. If so, the Plan Runner starts execution of the
that before recharging the battery, it iaessary to token procedure with the input variable found in the plan.
read_state_of charg&om the battery. If this is the case, It may be that one of the two condition®ave is not
then rechargewill not be executable unless such model satisfied. This can happen, for example, if the output
constraint is satisfied in the plan at the time of execution.  returned by a procedure does not match the set of possible

Procedures can be executed only if the value of their return values in the plan, or if some model constraints are
parameters is consistent with the plan database missing in the plan. For example, the plan runner may be
constraints. The framework does not require that all on the verge of executing @echarge token but the plan
database constraints be fully consistent at all times. It is may not have an explicit constraint connecting recharge
possible to allow model constraints to be unsatisfied or for with a specific pastead_state_of chargéoken. In this
constraints to be inconsistent. The only consistency case the Reactive Planner has the responsibility to fix the
requirement is local and pertains to all the tokens that are plan so that execution can continue. This may involve
currently being executed, about to be executed or that haveresolving execution exceptions (such as the missing
already completed execution. This situation is similar to constraint betweerrecharge and read_state_of charge
classic repair-based scheduling methods, where the described before) or refining future token parameters on
scheduler can relax some constraints in the plan and the basis of the informatioreceived during the execution
attempt to satisfy them later. Since inconsistencies can of current tokens (e.g., decide to execute a token as early
only involve future tokens, the agent should have a as possible because of the value of some received output
reasonable belief that there will be a way to fix the argument).
inconsistency before the future tokens involved are The total cycle time of the Plan Runner and Reactive
executed. However the latter is not a strong requirement in Planner is bound by a fixed amount of time, the execution
this framework since usually it is possible to degrade latency (Muscettola et al. 1998). The Plan Runner is
performance by rejecting lower priority goals. expected to wake up, process all received messages, call
the Reactive Planner, receive termiion notification
from the Reactive Planner, send appropriate messages to
external agents and suspend itself within the execution
latency. If this does not happen, then the agent will have
irrecoverably failed and some low-level fault protection
behavior will have to take over control. This hard
requirement ensures that the agent will operate within a
well-defined real time guarantee, a condition that is
ahsually overlooked in intelligent agents research but is
crucial to the design and implementation of a viable
embedded control system.

Generating and Running Plans

The core execution component of the agent isRlen
Runner an extension and generalization of the RA plan
runner. The plan runner is very simple so that it can be
extremely efficient and easy to validate.

The Plan Runner is activated asynchronously when either
a message has been received from another agent (e.g.,

new goal is being communicated or the value of an output
parameter becomes available for execution feedback) or an
internal timer has gone off (e.g., the maximum allowable

duration of a token has been achieved). When the Plan
Runner wakes up, it makes the messages available for
inclusion in the Plan Database and then immediately calls
a Reactive Planner.The Reactive Planner has the same agent, each potentially using a different internal
responsibility to return with a plan that is locally logic and working with a different scope. All of these

executable. The planner is essentially in charge of modules satisfy the same input/output behavior: given an
guaranteeing two conditions: (1) consistency of token initial plan database, a planner generates a new plan

Reactive and Deliberative Planning
IDEA allows the use of several planning modules in the
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database that satisfies some given plan quality criterion current plan. This means that the reactive behavior at the
(Jonsson et al. 2000). For example, the plan quality higher level may require a relatively large execution
criterion may require that all tokens present in the initial latency (e.g., 10 seconds). At the lowest level, however,
plan database be present in the final plan and be fully devices may have to be controlled with a much shorter
causally supported. This may require removing latency (e.g., responding to a fault within tens of
inconsistencies present in the initial state, and generating milliseconds). This may limit the amount of interactions
new tokens and constraints according to the requirements and look-ahead that an agent will be allowed to take into
of the domain model. A planner can be invoked in a account, trading off responsiveness for myopia. The
reactive or proactive fashion. The first case occurs within coordination between different agents at different levels of
the execution cycle of the Plan Runner, the second when abstraction allows us in principle to achieve the best
the agent anticipates potential problems in the future and compromise and design of the overall control system.
asks the planner to intervene. Deliberative planning can Defining a robust methodology of the design of such a
also be invoked to produce a high quality plan for a future multi-agent, multi-latency control system is a current area
horizon (e.g., an optimized observation plan for the next of research.

day), an activity that cannot be adequately carried out
within the reactive execution latency. We will discuss later
how this can be accomplished. Here we want to point out
that there is no limitation on how small a planning

In each agent, the plan database always checks
consistency with the domain model. For example, a
planner can lay a procedure invocation on a timeline only
if the procedure type is associated with the timeline in the

problem could be, provided that the generated plan model. Also, the plan runner refuses to execute a token
resolves any local plan flaw that was present in the plan that is locally inconsistent or with partially supported
before the invocation of the planner. For example, model requirements.

consider our example of an unsupported recharge token. The model can be acquired incrementally (i.e., one
The plan database may contain a previously executed requirement at a time) during system design and
token that invokedead_state_of chargeéOn the basis of engineering and at any time it contains all of the known
the domain model it may be determined that the result of constraints and desired behaviors in nominal and fault-
that procedure invocation is still viable as an input to protection conditions. Having the model as a single locus
recharge Therefore, the planner may simply create the for this information and making the model directly usable
temporal constraint and the parameter co-designation by automatic reasoning systems (e.g., the planners) makes
constraint from read_state_of chargeto recharge this knowledge directly usable at execution. This is in
Subsequent constraint propagation will assign a unique contrast to traditional software practices for complex

value for the input parameter afecharge The plan
quality criterion may allow the planner to stop and signal
the resolution of the flaw. The Plan Runner can now
resume execution and start executiomeatharge

Implications of the New Framework

Centrality of the model

The proposed framework strongly relies on a single,
core domain model semantic. Unlike RA where models
were internal to each layer and could have very different
semantics, the common IDEA “modeling assembler”

forces all agents to share the same semantics. At present

the modeling language used is the DDL language used in
the PS model of the DS1 Remote Agent (Jonsson et al.
2000). Layering of the agent’'s functionality depends on
partitioning the overall model into groups of timelines of
different abstraction levels, each being the responsibility
of a separate IDEA agent. For example, RA EXEC's
action decomposition procedures are implemented by
simply specifying an appropriate set of timelines and
constraints in the model and by relying on fast, reactive
planning for next action selection (see below). Partitioning
a model among several agents is important to

appropriately balance the responsiveness of each control

agent with its ability of taking into account more complex
constraints and longer horizons when deciding the next
step. For example, a decision on what scientific
observation to execute next at the highest level of

abstraction may require looking ahead several steps in the

systems (e.g., spacecraft flight software), where there is
always a significant gap between specifications (in natural
language or other semi-formal format) and

implementations (a low-level language such as C or C++).

Reactivity

Even within a single IDEA agent, one important aspect
is its reactivity, i.e., the time needed by the agent to decide
what to do next in a way consistent with its predictions
and with its goal. As we mentioned before, short response
times depend on limiting the scope of the planning
problem. Selecting the next action may require significant
effort, requiring the intervention of a “deliberative
planner” to bridge the gap between the current state and

'the goals. However, in general the amount of planning

effort depends on the required level of plan quality (e.g.,

your next action must guarantee achievement of all future
goals with minimal resource usage), on how much

information is available before planning, and on the

uncertainty on the values returned by procedure
executions. In several cases the model may force the
choice of the next action (e.g., turn on the heater if the
temperature is too low) but the information needed to
make the decision may not be available ahead of time
(e.g., while the agent is keeping the temperature in range,
it does not know future temperature changes and,
therefore, whether it will need to turn on the heater or the
cooler next). In this case planning may just need to
determine the next token and, therefore, may need very
little time. Later we will discuss how more expensive

planning is integrated in the agent’s behavior.
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Time-bounded response

One of the critical parameters in this agent framework
is the execution latengyi.e., the time needed by the plan
runner to terminate execution of a token and start
execution of the next on a timeline. At first this would
appear to severely restrict the amount of intelligence that
an agent can bring to bear when reacting to faults. If we
look closer, however, this requirement simply states that a
subsystem (timeline) can remain without commanding for
a maximum amount of time equal to the latency. This
requirement is equivalent to establishing a minimum
sampling rate in a traditional control system. The agent
can react intelligently by relying on a number of pre-
compiled alternative solutions (scripts). When invoked,
the planner could quickly select a script by matching its
plan database with the script applicability conditions.
Then, the planner could download the first token in the
script and immediately signal the plan flaw resolution so

Final Remarks

It is commonly accepted that reactive and debibiere
behaviors in an agent require very different
representations and inference mechanisms. The
framework discussed in this paper aims at providing both
capabilities within a single, simple representational,
planning and execution framework. This unification is
based on the observation that “planning” can be arbitrarily
simple for an appropriate definition of a planning
problem. This can include the selection of the next action
to execute from a script, a typical operation performed by
procedural executives. IDEA aims at supporting all
functionalities of the Remote Agent architecture. We have
generated an implementation of IDEA using the EUROPA
planning technology. We have re-implemented the high-
level control layer of the Remote Agent and are currently
applying IDEA to other applications such as the control of

that the plan runner can resume. Subsequently, the an interferometry testbed at the Jet Propulsion Laboratory
planner can download the remaining tokens in the script. and an analysis of the low-level fault protection system for
This script interpretation (together with local replanning the Deep Space 1 and Deep Impact spacecrafts from JPL.
to react to new sensor data) essentially describes the

functionality of the action execution capabilities of the RA
EXEC module.

In some situations there may not be a planner (scripted
or not) that can respond within the latency. In this case the
system will need to provide a “standby procedure”, i.e., a

procedure or combination of procedures that maintains a
safe state while the planner addresses the original plan
flaw. Once the planner solves the problem, the system can

exit the standby state and continue nominal execution.
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Abstract

In this paperwe presenSimPlanner, anintegratedplanning
and execution-monitoringsystem. SimPlanner allows the
userto monitor the executionof a plan, interruptthis mon-
itoring procesgo introducenen informationfrom the world

and repair the plan to getit adaptedto the new situation.
SimPlanner hasbeensuccessfullyappliedto smallproblems
of mobilerobotsnavigationin dynamicervironments.

Introduction

Researclon Al planningusuallyworksundertheasumption
thatthe world is accessiblestaticand deterministic. How-
ever, in dynamicdomainsthingsdo not always proceedas
planned. Interleaving planningand executingbrings mary
benefitsasto be ableto startthe plan executionbeforeit is
completedor to incorporateinformation from the external
world into the planner(Stone1996). Recentworks on this
field analysethe combinationof an executionsystemwith
techniquesas plan synthesisor anticipatedplanning (De-
spouys& Ingrand1999). Otherworks on reactive planning
(Wilkins & Myers1996)aremoreconcernedvith thedesign
of planningarchitecturesatherthanexploiting the capabili-
tiesof thereplanningprocesgWilkins 1988).

SimPlanner is aplanningsimulatorthatallowstheuserto
monitor the executionof a plan andintroduce/deleténfor-
mationat ary time during executionto emulatean external
event. The issueof decidingwhenand how to interleave
planningandexecutionis a well-recognizedproblemandit
is nottackledin this paper{Ambros-Ingerso: Steel1988).
We will assumet is theuserwho decidesvhento executea
planstep.

SimPlanner is a domain-independentsynchronousre-
plannerthatrepairsa planwhenthisis nolongerexecutable
after the occurrenceof an unexpectedevent. Like other
planning systems(Wilkins & Myers 1996), the objective
of SimPlanner is to avoid generatinga completeplan each
time by retainingas much of the original plan aspossible.
SimPlanner hasbeenspeciallydesignedfor replanningin
STRIPS-like domainsand hasbeensuccessfullyappliedto
agreatvariety of differentdomains.

*This work hasbeenpartially supportedoy projectsDP12001-
2094-C03-03MCyT), UPV n. 2001001 7andUPV n. 20010980.
Copyright © 2002, American Associationfor Artificial Intelli-
gence(www.aaai.og). All rightsresenred.
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Monitoring the execution of a plan

Replannings introducedduringplanexecutionwhenanun-
expectedeventoccursin theworld. Oneproblemwith unex-
pectedeffectsis decidinghow they interactwith the effects
of theactionthatwascurrentlybeingexecuted.Oursolution
is to assumeheactiontook placeasexpectedandsimply to
insertthe unexpectedeffects after the executionof the ac-
tion.

Whenan eventis producedit is necessaryo verify the
overall plan is still executable. Many replanningsystems
only performapreconditiorcheckingto verify whethemext
actionis executable This optionis lesscostlyandmucheas-
iertoimplementin mary realapplicationsvherethesensory
systemdoesnot captureall predicateghathave changedn
the problem. However, this apparentlyefficient approach
may turn out to be inefficientin the long termasmary un-
necessargctionsmight beintroduceddueto changesn the
planarenot foreseerenoughtime in advance.For instance,
if aroadis blockedoff somemetersaheadout it is still pos-
sibleto move onto thenext connectiorpoint,amobilerobot
will make anunsuccessfuhovementasit will haveto back-
trackonceit reachesheblockedroad.

Our proposalis a fastandefficient algorithmthatrepairs
the plan as a whole and finds the optimal solution (mini-
mum numberof actions)for mostof the testedproblems.
Replannings alsonecessaryvhennew goalsare addedin
theproblem,but thisissueis out of the scopeof this paper

Graphical interface

Figurel shavs the graphicalinterfaceto monitora planex-
ecution. The problemcorrespondgo one of the instances
in the robot domainwhich SimPlanner hasbeentestedon
(this domainwill be explainedlaterin sectionAn applica-
tion examplg. In theleft upperpartof the screerit is showvn
the literals of the currentstateof the execution;the lower
sectionshaws the literal goalsor objectvesof thefinal sit-
uation. On theright sideof the screena graphrepresenting
the plan underexecutionis displayed.The circlesstandfor
the actionsin the plan. Thoseactionsreadyto be executed
atthenext time steparedouble-circled.Theright lower part
displaysinformationabouttheactionselectedy theuserin
theupperwindow.

At ary time during the simulationit is possibleto mod-
ify the currentstateto introducenew informationfrom the



& simPlanner

O

Current State:
ROBOT R1 at "Store”
ROBOT R1 battery "true"
ROBOT RZ at "store"
ROEOT B2 battery "true”
ROEOT B3 at "dtore”
ROBOT R3 battery "true"
LETTER L1 at "Store"
LETTER L2 at "Store"
LETTER L3 at "Store”
REFPOINT r-1 connected ™
REFPOINT r-I comnected
REFPOINT r-3 comnected

REFPOINT r-4 connected
REFPOINT r-3 connected "r
REFPOINT r-6 connected "r-7" v

REFPOINT r-7 connected "r—8" Action i ‘

REFPOINT r-8 comnected "r-9" || a
STEP 2

Objectives: Bction:  Pick-Tetter

LETTER L1 at "o-13"

LETTER L2 at "0-20"
LETTER L3 at "0-6"

[l

Parsusters: ("RL", "L1"}
Ereconditions:

* [LETTER, "L1", at, "Store"} ~

Figurel: SimPlanner maininterfacewindow

externalworld. Throughtheinterfaceshavn in Figure?2 the
usercaneliminatethoseliterals which areno longertrue or
insertnew literalsin the currentstate.

Change the current state
Current status:

ROBOT R1 at"Store”

ROBOT R1 hattery "true”
ROBOT R2 at"Store”

ROBOT R2 battery "trug”
ROBOT R 3 at"Store”

ROBOT R3 battery "true”
LETTER L1 at"Btare"
LETTER L2 at"Stare"
LETTER L3 at"Stare"
REFFOIMNT -1 connected "r-2"
REFPOINT -2 connected "r-3"
REFPOIMNT -3 connected "r-4"
REFFOIMNT r-4 cannected "r-5"

REFPOINT -5 connected "1 = Accept H

Literal:
= |REFPO\NT -1 connected "r-2" |

‘ Add “ Delete ‘

Cancel
BEEEAIMT r.f cannactad v 7"

Figure2: Interfacefor inputinformation

Replanning during execution

Thereplanningalgorithmstartsfrom the currentstatein the
plan execution,whenthe unexpectedeventhasbeeninput.
The objectie is to find out which stateshouldbe reached
next in the problemso asto retainasmuch of the original
planasis reasonablsvithout compromisinghe optimal so-
lution. In otherwords,we wantto computethat statefrom
which asmary actionsas possibleof the old plan are still
applicable.Figure3 showvs thethreemain stepsin thealgo-
rithm to obtainthenew plan: 1) computethepossiblereach-
able states,?2) selectthe optimal stateand 3) constructthe
final plan.
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State Plan
E h J

Calculation of posaible reachabl e states

v

Select the optimal reachable state

v

Final plan generation

Figure3: Outline of thereplanningalgorithm

Next sectionexplainsthe algorithmin detailandthe fol-
lowing oneprovidesanexamplein themobilerobotdomain
to clarify SimPlanner behaiour.

SimPlanner algorithm

Initially, the useris monitoring the executionof a partial
planP = (ap = {a1 = ... = apn_1} — a,), thatis
parallelexecutionof a setof sequencesf actions,whenan
unexpectedeventis introducedin the system.The remain-
ing partial plan to be executedis definedasIl = (ag/ —
{...} = an)/Va; € Il - a; € P anda; hasnotbeenexe-
cutedyet. ag/ representthenew currentsituation(aninitial
actionwith effectsandno preconditions).

SimPlanner doesnot handledurative actionsbut allows
parallelexecutionassuminghe costof eachactionis con-
stant.Theobjectiveof SimPlanner is to minimizetheoverall
numberof actionsand maintainingas maximumnumberof
parallelactionsaspossible.Following we will explain each
stepof SimPlanner algorithm(Figure4).

Problem Graph (PG). Thefirst stepof the algorithmis
to build the PG, a graphinspiredin a Graphplan-lile expan-
sion (Blum & Furst1997). The PG may partially or totally
encodethe planningproblem. The PG is a relaxed graph
(deleteeffects are not considered)which alternatediteral
levels containingliteral nodesandactionlevels containing
actionnodes.

Thefirst level in the PG is the literal-level Ly andit is
formedby all literals in the initial situationae’. The PG
creationterminatesvhena literal level containingall of the
literals from the goal situationis reachedin the graphor
whenno new actionscanbe applied. This type of relaxed
graphis commonlyusedin mary heuristicsearchplanners
(Haslum& Geffner 2000)(Hofmann& Nebel 2001) asiit
allowsto easilyextractanapproximateplan.

Necessary states. Secondstepis to computethe neces-
sarystateto executeeachactionin II. A necessargtatefor
anactiona; is thesetof literalsrequiredio executen; andall
its successoréSucc(a;)). In orderto computethenecessary
statesliterals arepropagatedrom the goal a,, to the corre-
spondingactionby meansf therecursve formulashavnin
thealgorithm(step2 in Figure4).

Set of possible reachable states. This setcompriseghe
necessargtatego executea setof parallelactions{a; } and



Al gorithm SimPlanner (II) — plan II'

1. Build a Problem G aph (PG) alter-
nating literal levels and action |evels
(Lo,Al,Ll,AQ,...), wher e:

A;={a;: Pre(a;) €Lj 1Aa;j ¢ A;,i<j}
Lj = L]'_l U Add(a) Va € Aj

2 Conput e the necessary state,

. S(a),
for

each ae Il
{l:1€Pre(ay)},i=n
S(a;) = Ua,enext(ar) S(as) U(Pre(a;) — Add(a;))—
areParal(a;) Add(ax), Ot herwi se
wher e:

Next(a;) ={a; €Il Aa; — a;}
Succ(a;) =U; a; € /a; — ... = a;
Paral(a;) = {a; € IL A a; ¢ Succ(a;)Aa; ¢ Succ(a;)}

3. Conpute the set of possible reach-
able states RS ={S(¢1),...,S(¢cn)}, where:

¢i ={a1,as,...}/Vp € Path() = ' ap, € pAay, € ¢;

Path() is the set of all possible paths
bet ween a¢/ and a, and S(Cz’)ZUVa,-ec,- S(a;).

4. Select the optinmal reachable state
Sopt = argmin{f(z) : * € RS}, where f(x)
9(z) + h().

5. Construction of the final plan II'
(a(]/ — { . } — Sopt) ® (Sopt — { . } — an).

Figure4: SimPlanner algorithm

all their successor$ucc{a;}. A statewill be definitely
reachabléf its literals make up a feasiblesituationin the
new problem.

In atotally sequentiaplanIl, thepossiblereachabletates
will coincidewith the necessargtatesto executeeachac-
tion in TI. However, whenII comprisegarallelactionsit is
necessaryo computethe combinationsof parallel actions,
¢;, suchthateachelementin ¢; belongsto a differentpath
from the currentstateto the goal state. In otherwords, ¢;
is a setof actionsthat canall be executedat the sametime
step.Consequentlythe necessargtateto executeactionsin
¢; denotesa statepossiblyreachabldrom aq’.

Optimal state. In orderto selectthe optimal reachable
state we definea heuristicfunction f (z) = g(x) + h(z) as-
sociatedo the costof aminimal planfrom thecurrentsitua-
tionag’ tothegoalstatea,, overall pathsthatareconstrained
to gothroughnodez. g(z) is the costof the planfrom z to
an, andis calculatedstraightforvardfrom the original plan.
h(z) is theestimatedengthof anapproximateplan P’ from
ag’ to z. An outlineof thealgorithmto computetheapprox-
imateplanis shavn in Figure5.

Step 3.1. Firstly, we form asetUP C L with the
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Al gorithm Approxi mate plan (ag’,z) —
pl an P’

1. Build a fictitious action a, With
preconds and no effects associated to
state z
2. P =qay —a,
2. L =z—Add(ap").
3. while L#0
3.1 select €L
3.2 select best a; for I
3.3 insert q; in P
3.4 update L
4. return P’

Figure5: Outline of the algorithmto build an approximate
plan

unsohed preconditionsof the nearestactiona to ag’. |If
|[UP| > 1 thenliterals which appearlater in the PG are
removedfrom U P. If again|U P| > 1 we countthenumber
of waysof solvingeachl € UP ({a € A;:l € L; Al €
Add(a) A i <= j}), andselectthe literal with the lowest
numberof actions.

Step 3.2. Thebestactionfor I € Pre(a) will betheac-
tion a; whichminimizesthe numberof flaws(preconditions
not yet solved or preconditionsof otheractionswhich are
deletedoy a;). To computethe numberof flaws we have to
checkall possiblepositionsof a; in the plan provided that
a; < a.

! Step 3.3. Thenew actiona; is insertedn thepositionob-
tainedin the previousstep. This positionmaybe sequential
- betweertwo actions-or parallelto oneor moreactions.In
this latter case,it mustbe possibleto executeall actionsin
parallel,i.e. noneof theactionswill requireandAdd effect
of anotheractionor deleteary of its preconditions.When
thisis not possible actionsmustbe executedsequentially

The length of the returnedplan P’ will be the value of
the heuristicfunction h(z). Someof the propertiesof the
heuristicfunctionare:

e if z isaninconsistenbr non-reachabletate(all literalsin
z cannotbetrueatthe sametime), h(x) returnsoo,

e if z isreachabldroma,’ sowill bethestatedollowing z.
This helpful informationreducesvastly the costof com-
putingh(z),

e althoughh(z) is anon-admissibléneuristic,it returnsthe
optimalstatefor mostof thetestcasesn empiricalevalu-
ations.

An application example

In this sectionwe shav the correctbehaviour of our replan-
ning systenthrougha problemin themobilerobotsdomain,
the mail delivery problem. We wantto solve the following
problem:therearethreelettersC1, C2 andCs3, initially lo-
catedin the storeS, andthreerobotsR1, R2 andR3 which
arealsoat the storein theinitial situation. Letter C1 must
bedeliveredto office O-13, C2to O-20 andC3to O-6. The
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Figure6: Robotdomain

robotscanonly move throughthe referencepointsor from
oneoffice to a referencepoint andvice versafollowing the
connectiorinesin Figure6.

Theoperatorsn thedomainarego_from ?x 7y ?r where
?r is arobotand?x and?y represent referencepoint, an
office or the store, pick_up ?c¢ ?r anddeliver 7¢ 7z 7r,
where?c is oneof theletters,?r onerobotand?z oneof the
locations.

Oneof the optimal solutions(w.r.t. the overallnumberof
actions)for this problemconsistof threeparallelsequences
of orderedactions,eachsequencéeingathe setof actions
to be executedby oneof therobots(Tablel, 2, 3). Another
solutionwould be to sendR1 to transportC1 androbot R2
or R3 to deliverfirstly C2 andC3 afterwards.

Table1: Optimal planfor the mail delivery problem(Robot
1)

Time Sequence 1
t1 a2 | pick.up C1 R1
t2 a5 | gofromSr_1R1
t3 a8 | gofromr_1r13R1
t4 all| gofromr 13 0_13R1
t5 al4| deliver C1 O_13 R1

The new situationoccursafter executingactionsat time
t2 whenboth R2 and R3 aresituatedat r-2 andR1 atr_1.
At this time the userchangeshe currentstateandinforms
the planningsystemthat the aisle connectingoffices 0_15,
0_18, 0_16 etc. throughr_3 is blocked. Therefore,office
0_20 is only accessiblghroughthe other extreme of the
aisle,i.e throughr_9. TheremainingplanII to be executed
will comprisethe setof actionsof eachsequencérom t3 to
t7.

Next stepis to computethe necessargtatefor eachac-
tion in II. On doing this throughthe propagationprocess
explainedin the previous section,SimPlanner detectsthat
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Table2: Optimal planfor the mail delivery problem(Robot
2)

Time Sequence 2
tl a3 | pick_.up C2 R2
t2 a6 | gofromSr2R2
t3 a9 | gofromr2r_3R2
t4 al?| gofromr_3r_10 R2
t5 al5| go_from r_10 0_20 R2
t6 al7| deliver C2 020 R2

Table3: Optimal planfor the mail delivery problem(Robot
3)

Time Sequence 3
t1 a4 | pick_.up C3R3
t2 a7 | gofromSr2R3
t3 al0| gofromr2r_3 R3
t4 al3| gofromr3r.4R3
t5 al6l gor4r5R3
t6 al8| gor50.6R3
t7 al9| deliver C3 0_6 R3

actiona; 2 is not executablebecauset is not possibleto go
fromrs torig. Thereforethereis noneedto computeS(ay)
becauseas;, is a successopf ag. Notice thata necessary
stateS(a;) is the setof literals to executeactiona; andall
its successorsgonsequentlythereis no feasiblenecessary
statefor ag and noneof its predecessoactionssince the
partof theplanfrom as upto a;» is notreusableany more.
This determineshatSimPlanner doesnotreuseary partsof
aplanthatcomebeforea failedaction.

Oncewe know ag anda;2 are not executableand, tak-
ing into accountthat IT containsparallel sequencesf ac-
tions,we build all possiblecombinationf parallelactions
to form the reachablestates. Thesecombinationswill be
{S(ag)U S(a15)US(a10)}, {S(as) US(a15)US(a13)}, ...,
{S(as) U S(a17) U S(a10)}, etc. Thenwe applytheevalua-
tion functionto eachreachablestate. The resultsareshown
in Table4.

For stateRS1 theheuristicvalueis 6, whichis thenumber
of actionsto transformthe currentstateinto a statewhere
Rlisatr.1(S(as)), R3isatr-2 (S(a10)), andR2isatr_10
(S(a15)). Noticethatit is not necessaryo applyary action
to reachS(ag) or S(a1g), andthe minimal length plan to
reachS(ays) is 6.

Valuesfor statesRS2, RS3, ... arenot shawn in the ta-
ble asthesenodesare prunedwhenthe computedvalueis
greatetthanf(RS1). Next bestvalueis f(RS6). Theheuris-
tic functionalsoreturnsavalueof 6 sincethisis thenumber
of actionsto deliver C2 in 0_20 from thecurrentstate.How-
ever, thevalueof g(x), lengthof the planto reachthe goal
statejs shorterthanfor f(RS1) andconsequentlyhisis the
optimalreachablestate.

Notice thatin this exampleh(z) alwaysreturnsa value
equalto h*(x) (costof optimal path), which is not always



Table4: Evaluationof reachablestateq*x meangshenodeis
pruned)

| | Reachablstate | h(z)] g(=) | fz)]
RSI | 5(a8) US(al5)US(al0) [ 6 | 10 |16
RS2 | S(a8) U S(al5) U S(al3) | 9 00
RS3 | S(a8) U S(alb) U S(al6) | 8 00
RS4 | S(a8) U S(al5)U S(al8) | % 7 00
RS5 | S(a8) U S(al5)U S(al9) | % 6 00
RS6 | S(a8) US(al7)US@l0) |6 |9 |15
RS7 | S(a8) U S(al7)U S(al3) | % 8 00
RS8 | S(a8) U S(al7)U S(al6) | % 7 0o
RS, [ S(aIl)US(@i3)US@i0) [ » 9 | oo
RS, [ S(@)US@@I7)US@l0) [ * |8 | oo
RS, | S(al4)US(al5)US@l0) [« |8 | oo
RS, | S@ld)US@INUS@o) [« |7 | oo
RS, | S(an) x [0 |

the case. Moreover, the other feasiblesolution for R2 to
deliver letter C2 throughr_3, r 4, r 5, r 6, r 7, r_8 andr_9
hasnot even beencalculated.This is becausehe Problem
Graphfinishesat thefirst literal level at which the goallit-
eralsappearndthe approximateplanfoundfrom thislevel
correspondso theminimal lengthplan.

Finally, a planfrom a0’ to the bestreachablestate RS6
is generatedThis plan (Table5) is composedf six actions
andit is the optimalsolution. This planwill beaddedto the
remainingplanIl thusgivenriseto the planshovnin Figure
7.

In orderto build theplanshovniin Table5, we have devel-
opeda planningalgorithmthatuseshe samedatastructures
andheuristicevaluationthanSimPlanner . The plannerhas
beendesignedo returnaplanactionby action,startingfrom
thefirst executableaction. Currently we areworking onthe
full integrationof the planningandreplanningalgorithmsto
getplanningandexecutionrunningconcurrently

The plan obtainedwhen computingh(z) is usedas an
upperboundto the planner For mostof the testcasesthe
planreturnedby the plannemwasthe sameastheobtainedn
the computatiorof h(z).

Figure7: Final planfor therobotdomain
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Table5: Optimalplanto reachRS6

ag! currentstate

an1 go_fromr2r_1R2
an2 go_from r_1r_13 R2
ans go_from r_ 13 r_12 R2
ana go_fromr_12r_11 R2
ans go_fromr_11 r 9 R2
ane go_from r 9 O_20 R2
an! optimalreachablestate

Experimental Results

SimPlanner hasbeentestedin severaldomainswith differ-
enttype of input informationaboutthe currentstate. The
testeddomainsareHanoi,Monkey, Blocks-world, Logistics
andMobile robotsnavigation. For eachof thesedomainsve
have introducedseveralunexpectedchanges:

e Hanoi theappearancef new disksandmodificationsin
thelocationof theexisting disks

e Monkey: changesn the location of several objects(the
monkey, thebananasthe knives,the boxes,etc.)

e Blodks-world samekind of modificationsasin theHanoi
domain,

e Logistics we introducedunexpectedevents as break-
downsin planes.n thiscaset is necessarjo replansome
of the routesasthereareplanesthatareno longeravail-
able.

¢ Mobile robotsnavigation we have testedseveral situa-
tionslik e blocking off the pathfollowedby arobotor us-
ing up the batterypower of arobot.

In all casestheobtainedplanwasthe optimalone. Figure
8 shaws the comparatie timesfor sevendifferentproblems
betweergeneratinga completeplan from scratchor repair
ing only the affectedpartsof the plan (replanningprocess).
Temporalcostfor replanningncludesthe costof computing
the reachablestateplus time for generatingthe plan. The
lessmeaningfulthe changesrethe greaterthe saving time
is (in figure 8, 'slight changesmeanmodificationghatonly
affect a small part of the plan whereasmajor changesare
thosewhich affect the most part of the plan). In problem
P7, the new currentstateforcesto createa completelynew
plan sothe costof replanningis slightly higher The com-
plexity of thetestedproblemsis notvery high (for instance,
examplesupto seventeerblocksweretestedn blocks-world
domain).

We have also made the same tests with planner
STAN2000 (Fox & Long 1999) (Bacchus2000). Thetime
differencebetweenplanning and replanningis about the
sameproportionastheresultsshovnin Figure8.

We have notconsideredherethequality of plansresulting
from replanningversusplanningfrom scratch.However, we
can affirm thatin caseh(z) returnsthe optimal value the
quality of a completelynew plan - in termsof numberof
actions-s not greaterthanthe obtainedwith the replanning
process.
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Figure8: Comparatie results: generatinga completeplan
versusreplanning

Conclusions

SimPlanner is a planningand executionsystemwhich al-

lows the userto monitor the execution of a plan, inter-

rupt the monitoring to input new information and repair
the plan underexecutionwhen an unexpectedeventis in-

put. SimPlanner performsan executionmonitoring rather
than simply testingthe next actionto execute. This way;,

SimPlanner anticipatesforthcomingsituationsand adjusts
theplanin accordance.

The key point in SimPlanner is the replanningmod-
ule. SimPlanner usesa graph-baseglanningapproactsup-
portedby heuristicsearchtechniquedo efficiently replanin
dynamicervironments Althoughwe cannotguaranteé(z)
is an admissibleheuristicfunction, the obtainedresultsare
alwaysoptimalor closeto the optimalsolution.SimPlanner
is alsoableto computea very fastsolution,oneof the most
importantrequirementsn replanningsystems.

Along with the replanningmodule, we have developed
an heuristicplannerwhich builds an executableplan action
by action. Our next goal is to integrateboth algorithmsin
SimPlanner soasto obtaina singlesystentor planningand
executionconcurrently Additionally, we intendto extend
SimPlanner to dealwith time andconsumableesourcesind
obtain optimal responsesn terms of distancesfuel con-
sumption time, etc.
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Introduction

Scheduling problems have been studied a lot over the last
decade. Due to the complexity and the variety of such
problems, most works consider static problems in which
activities are known in advance and constraints are fixed.
However, every scheduling problem is subject to unexpected
events (consider for example a new activity to schedule, or
a machine breakdown). In these cases, a new solution is
needed in a preferably short time taking these events into
account and as close as possible to the current solution.

In this paper, we present an exact approach for solv-
ing dynamic scheduling problems. This approach uses
explanation-based constraint programming and operational

e building a partial schedule and completing it progres-
sively as time goes by (like in on-line scheduling prob-
lems). In this case the schedule cannot be constructed in
advance.

Recently, (Artigues & Roubellat 2000) introduced a for-
mulation of thercPspbased on a flow network model. They
developed a polynomial algorithm based on this model in or-
der to be able to insert an unexpected activity.

Explanation-based constraint programming

Constraint programming techniques have been widely used
to solve scheduling problems (Klein 1999). Constraint pro-
gramming is based upon the notionoostraint satisfaction

research techniques. Our tools have been designed for a genproplems

eral scheduling problem: the Resource-Constrained Project
Scheduling ProblenRcpPsh.

Problem description

The RcpPspPcan be defined as follows: It = {1, ..., nt

be a set of activities, an® = {1, ..., r} a set of renew-
able resources. Each resouilcés available in a constant
amountR. Each activityi has a duratiop; and requires
a constant amount;;, of the resourcek during its execu-

A constraint satisfaction problefcsp consists in a set
V' of variables defined by a corresponding set of possible
values (the domain®) and a setC of constraints. A solu-
tion for thecspis an assignment of the variable such that all
the constraints are satisfied.

Explanation-based  constraint  programming e- (
constrainty has already proved its interest in many
applications (Jussien 2001). This section recalls what is an
explanation and how it can be used.

tion. Preemption is not allowed. Activities are related by Explanations

precedence constraints, and resource constraints require tha
for each period of time and for each resource, the total de-
mand of resource does not exceed the resource capacity. Th
objective considered here is to find a solution for which
the end of the schedule is minimized. This problem, de-
noted byPS/prec/C .. (Bruckeret al. 1999), isNP-hard
(Blazewicz, Lenstra, & Rinnoy Kan 1983).

The statircpsphas been extensively studied (Brucker
al. 1998). A major difficulty in this problem is to maintain
the resource limitation over the horizon time. Several deduc-
tion rules existcore-timegKlein & Scholl 1999) energetic-
reasoningErschler & Lopez 1990}ask-intervalCaseau &
Laburthe 1996), etc.

The dynamicrcpPsPis seldom studied. Two classical
methods are used to solve it:

e recomputing a new schedule each time an event occurs.
This is quite time consuming and may lead to a solution
quite different from the previous one.

in the following, we consider &sp (V, D, (). Decisions
dVvariable assignments) made during the enumeration phase

of the resolution of this problem correspond to adding or
removing constraints from the current constraint systemm (
upon backtracking).

A conflict set (a.k.a. nogood is a subset of the cur-
rent constraints system of the problem that, left alone, leads
to a contradiction (no feasible solution contains a con-
flict set). A conflict set divides into two parts: a subset
of the original set of constraints’( ¢ C) and a sub-
set of decision constraints introduced so far in the search:
—\(C//\Ul =a; N+ Nvg :ak.).

In a conflict set composed of at least one decision con-
straint, a variabley; is selected and the previous formula

can be rewritten s C’ A Ay (Vi = @i) = v # a;

A conflict set that does not contain such a constraint denotes

an over-constrained problem.
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The left hand side of the implication constitutesedim-
inating explanation for the removal of value:; from the
domain of variable; and is notedxpl(v; # a;).

Classicalcsp solvers use domain-reduction techniques
(removal of values). Recording eliminating explanations
is sufficient to compute conflict sets. Indeed, a contradic-
tion is identified when the domain of a variahlgis emp-
tied. A conflict set can easily be computed from the elim-
inating explanations associated with each removed value:

~(Ave, o1y # )

There exist generally several eliminating explanations for
the removal of a given value. Recording all of them leads to
an exponential space complexity. Another technique relies
on forgetting (erasing) eliminating explanations that are no
longer relevarttin the current variable assignment. By do-
ing so, the space complexity remains polynomial. We keep
only oneexplanation at a time for a value removal.

Using explanations

Explanations can be used in several ways (Jussien 2001).

For example, when debugging, explanations can be used
to: clearly explain failures, explain differences between in-
tended and observed behavior for a given problem (why is
valuen not assigned to variabte ?).

Explanations can also be used to determine direct or in-
direct effects of a given constraint on the domains of the
variables of the problem, and for dynamic constraint re-
moval. This is the case with the justification system used
in (Bessere 1991) for solving dynamicspk. This justifica-
tion system is actually a partial explanation system. More-
over, being able to explain failure and to dynamically re-
move a constraint facilitates the building of dynamic over-
constrained problem solvers.

We added explanation handling within a branch and
bound algorithm in order to provide a dynanficpPspprob-
lem solver.

Solving dynamic RCPSP

We developed an environment for solving dynamicPsP
that is based upon:

e a branch and bound algorithm (inspired from (Brucker
al. 1998)) within a constraint programming solver: at
each node, deduction rules are applied in order to deter-
mine redundant information. In the following, we call
constrainteach initial constraint of the problem (prece-

dence and resource constraints), but also each decision
taken by the branching scheme, and each deduction made

(thanks to propagation rules) during the search.

an extensive use oéxplanations Explanations are
recorded during the search, and improved thanks to prop-
agation rules (namelgore-timesandtask-interva) which

have been upgraded in order to provide a precise explana-
tion for every deduction made.

2An explanation is said to be relevant if all the decision con-
straints in it are still valid in the current search state.

Our environment can efficiently handle dynamic events.
Indeed, an unexpected event leads to add, modify or remove
a constraint in the system. In the first two cases, if the cur-
rent solution is no more valid, then the explanations tell us
which are the constraints responsible of the contradiction.
Repairing is done by removing at least one constraint from
the explanation. The resulting solution is generally quite
similar to the previous one, and is found faster than if we
have had to solve the problem from scratch.

Notice that, as we saw before, if the constraints of the
explanation are only initial constraints of the problem, then
the problem is over-constrained. In this case, our system
explains to the user why the problem has no solution. Re-
sponsible constraints can therefore be relaxed.

Conclusion

We developed a dynamic environment for solving general
scheduling problems which can let the user interact with
his/her problem: define a new time-window for an activ-
ity, add/remove precedence constraints, add/renmoust-
overlapconstraintsi(e. stating that two activities must over-
lap), define/reduce/remove a required time-lag between two
activities, etc.

We are currently experimenting our tools in order to show
the interest of a real dynamic approach compared to re-
execution from scratch. We do expect promising results.
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This position paper presents the constraint technology that
has been developed® at THALES since 1997 for introducing
Constraint Programming (CP) in THALES operational
systems (see [Givry.et.al0la] for a longer presentation).

These systemsinvolve combinatorial optimization problems
such as planning and scheduling problems that can be
expressed with finiteedomain variables and constraints.
Typical examples of THALES systems concern supervision,
for weapon alocation, radar configuration, weapon
deployment and aircraft sequencing. All these systems are
subject to specific requirements coming from the
operational constraints of embedded real-time systems and
from the strategic context of Defense applications:

- The system involves several functions/tasks such as
situation assessment, resource management, visualization,
etc.; each task is periodical and the period can be much
shorter than a second;

- Thereisamemory space limit (afew megabytes);

. The system has to be supported for along time, typically
over 20 years for Defense applications, including several
retrofitting (functional and platform evolutions);

- The system can be reused and modified for building a
specific system for anew client (product line);

- The development of the system must be nade and
mastered in house for reasons of confidentiality and market
protection.

The CP paradigm partially meets these requirements. A
constraint model has modularity properties, i.e
adding/removing a constraint is easy, which enables an
incremental  development  process, reducing the
development time and effort. CP solvers provide efficient
algorithms through the use of global constraints. The
declarative nature of CP enables the programmer to focus
on the application requirements rather than on debugging
low-level programming errors. Vaidated CP models can be
reused in a product line approach.

Unfortunately, off-the-shelf CP solvers do not provide any
guarantee on time and space usage. The classical
backtracking search algorithm used in CP does not takeinto
account any time contract. Recently an effort was made to
provide better search algorithmsin CP solvers, for instance

1 Thiswork is partially funded by the EOLE project [Eole01].

in [Beldiceanu.et.al98,Laburthed8,Perron99], but without
any explicit time contract. Our aim is to extend CP solver
with new search features that would keep the same nice
software engineering properties as for modeling. This led to
develop a highdevel language for designing search
algorithms. This approach allows to propose a set of search
primitives on top of the realtime finite-domain constraint
solver Eclar© [Laburthe.et.al98,Platon0l]. The resulting
search algorithms are based on partial search methods and
take into account the time contract explicitly. Such
algorithms can take advantage better of platform
evolutions.

Eclair offers time and space guarantees. Deadlines are
guaranteed by the operating system alarm and Eclair is able
to restore a coherent state after an interruption in order to
deliver avalid solution, or just a partial solution (when not
al variables are instantiated). The memory allocation for the
constraints is static: a global constraint model is built once
and only parts of the model are made active and used at a
given cyclical call. The memory consumed during the
search is limited by using only restricted depth-first search
or restricted best-first search.

Partial search methods are anytime algorithms
[Zilberstein96] based on tree search methods having better
quality profiles than the classical backtracking search
algorithm. The main ideaisto apply some arbitrary limits on
the nodes visited in the tree search®, depending on the
behavior of the heuristics and on the remaining
computation time. We distinguish four approaches: the
iterative weakening methods (e.g. [Harvey& Ginsberg95]),
the real-time search methods (e.g. [Korf90]), the iterative
sampling methods (e.g. [Gomes.et.ad98]) and the
interleaving methods (e.g. [Meseguer97]). These methods
use one or several search schemes’. The practical
complexity of the search can be increasing, self-adjusting,
or stable. In [Givry.et.a99], we propose the notion of
parameterized search applied to one search scheme. The

2 This description of partial search is compatible with the depth
first search principle. In [Perron99], partial search methods are
based on the order of node exploration, which is memory
consuming.

% A search scheme is a procedure which describes a search tree.
For example, acombination of choice points.
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parameters of the search limits are given explicitly. We can
tune the degree of incompleteness of the search by varying
the values of the parameters. A tuning policy indicates the
relevant values of the parameters for different time
contracts. In [Givry.et.al01b], we integrate the parameterized
search approach into a hybridization scheme to express
partial search based on several search schemes. The
hybridization scheme is a sequence or an interleaving of
parameterized searches. The searches can cooperate by
exchanging solutions. A time-sharing policy specifies how
to distribute the time contract to the searches.

Our constraint optimization framework is called ToOLS©
(Templates Of On-Line Search). A search agorithm is
expressed in TOOLS as the conjunction of four distinct
components:

- A set of heuristicsto rank every choice;

- A set of primitives to express a search scheme
independent of any time limit; it is composed by predefined
choice points and combinations of choice points as in the
OPL language [Hentenryck99];

- A set of primitives to express the search limits that
depend on the current node, the current path or the current
sub-tree; the resulting parameterized search algorithm
controls the size of the explored search tree defined by one
search scheme;

- A temporal strategy defined by a hybridization scheme,
i.e. acooperation of several parameterized searches, dealing
with time allocation and selecting the tuning strategy of the
parameters (static tuning, iterative tuning or adaptive
tuning).

A template of search defines an abstract component of a
search algorithm that can be reused to speed up the
development process of customized partial search
algorithms. This framework makes it easier to try new
combinations of search limits and new temporal strategies.

Experiments on the weapon allocation problem show that
partial search algorithms significantly improve the solution
quality compared to a traditional approach [Givry.et.al99]

and also demonstrates the gain in development time of new
customized search algorithms. The code is clearer and more
concise when using the search primitives. Another
application in the Telecom domain is currently tested in our
framework [Eole01].

The hybridization scheme is a way to define specific local
search methods, such as large neighborhood search based
on a sequence of partial searches in different
neighborhoods. Pure local search methods could also be
introduced in our framework as a black-box used by the
hybridization scheme. The temporal control could be
enhanced by an on-line learning mechanism, using the fact
that similar problems are repeatedly solved in a rea-time
system. [Crawford.et.al0l] gives the base for this
mechanism.
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Abstract

As the number of spacecraft involved in Space
Systems increases in satellite constellations or
large satellite fleets, improving operations
efficiency becomes an important goal of satellite
operators, while maintaining a high level of safety,
reliability and flexibility.

ASTRIUM has developed an Operations Schedule
Manager that integrates dynamic, reactive
scheduling and schedule execution, which is how
operational in control centers.

Introduction

Improving operations efficiency and managing the
complexity of fleet management are expected from
operations automation (relieving operator from
routine  operations),  operations  concepts
unification between heterogeneous satellites, and
resource sharing (e.g. antennas).

Dynamic schedule management and schedule
execution are critical to reach these goals.

In addition, the very high level of safety and
service availability requirements for Space
Systems must be maintained. These needs trandate
into operations flexibility and reactivity
requirements.

This paper deals with the interactions between
planning and execution, across :

* Operational requirements  for
scheduling and schedul e execution

dynamic

» The Schedule Manager approach and its
implementation

Operational requirements

In addition to standard task scheduling constraints,
satellite operations generate constraints such as
transition delays (antenna pointing and lock),
resource compatibility and links between ground
and satellite resources.
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A critical aspect of operational scheduling is the
necessary ability to aways produce an executable
schedule even when all constraints cannot be
satisfied. This must rely on operational rules such
as priority ranking between tasks and constraints.

Schedule execution contr ol requirements

Schedule execution must support either automated
tasks executed by applications or manual tasks
whose progress is indicated by operators.

The user interfface must provide means to
manually control task execution (acknowledgment,
restart, abortion) and to modify task properties
(such as their duration, priority, €tc.).

On-line scheduling requirements

A frozen schedule is not compatible with
emergency operations. Reactivity and flexibility
are key operational requirements

Reactivity is the capacity to update the schedule
according to upcoming events in near real-time.
Events may be : task start, task termination, task
duration extension, etc. Consequences of these
events must be propagated as soon as they occur,
providing controllers with a consistent view of the
future at any time.

Flexibility means the capacity to manage
resources alocation in real-time and to edit the
schedule at any time. The main requirements are
the following :

e Asynchronous short-time re-scheduling,

e Immediate scheduling of new unplanned tasks
for emergency execution,

e Automated postponing of tasks that are
waiting for resources used by other tasks,

e Assisted switching to backup resources in
case of failure,

e Interruption of on-going tasks for alocating
already used resources to higher priority tasks

¢ Manua alocation of resources to override
automated scheduling



Integration of Scheduling and Execution

We propose an approach where resource
optimization and operations execution are fully
integrated in a single application, the Schedule
Manager. The Schedule Manager is at the same
time a scheduling server and an execution
controller.

At the heart of a the control center client-server
architecture, the Schedule Manager acts as the
orchestra conductor of the Ground Segment : it
allocates resources, drives equipment configu-
ration, starts tasks at proper dates and monitors
their execution until their termination.

3. A tight coordination between scheduling and
execution when scheduling operates near the
current time or when execution manages
resources, through the management of
individual software locks on resources and/or
tasks.

4. A powerful and configurable User Interface that
provides a global, detailed and consistent
situation assessment, updated in real-time.

This approach supports any type of missions. A
major reference is the new INTELSAT Control
Center that runs safe and highly automated
operations of 30 satellites and is now operational
at INTELSAT headquarters and Earth stations.
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Figurel: TIMELINE User Interface

Scheduling is triggered when tasks are introduced
or are modified, or when unexpected events occur.
Scheduling and schedule execution must run in
parallel and must be coordinated when scheduling
operates near the current time in order to maintain
schedule consistency.

Implementation by the TIMELINE product

The TIMELINE software product fully
implements the proposed approach. It relies on the
four following features:

1. A pragmatic focusing scheme enabling short
re-scheduling computation time (from 5 to 30
seconds), even within very large schedules of
thousands of tasks. Scheduling is based on
CSP algorithms and ranking of constraints.

2. A multi-threaded software architecture that
allows users and external clients to interact
with the schedule even while re-scheduling.
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Conclusion

Plan execution and re-scheduling capabilities
provide an unprecedented level of automation in
Spacecraft Ground Systems managing large
satellite fleets on a limited set of ground
equipment.

More detailed information can be found in the
following references. Feel free to ask the authors
for a copy.
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Rescheduling strategies for managing manufacturing systems complexity
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Introduction

The role of rescheduling has been widely acknowledged
for helping the production floor to meet its objective
functions, e.g. maximising throughput, in spite of the
occurrence of internal or external disturbances (Jain and
Elmaraghy 1997; Efstathiou 1996; Wu and Li 1995).
However, little work has been done to assess the effects of
rescheduling  strategies on the management of
manufacturing systems complexity. It is the aim of this
research work to investigate the extent and nature of
rescheduling effects on the overall complexity of the
manufacturing facility.

Here, complexity is defined, from an information-theoretic
point of view, as the expected amount of information
required to describe the state of the manufacturing system
(Calinescu et al. 2000; Efstathiou et al. 1999). In that
connection, complexity is associated with the variety and
uncertainty within manufacturing systems. Complexity can
be classified into static and dynamic (Frizelle 1998;
Frizelle 1995). Static complexity is related to the schedule
(variety) whereas dynamic complexity is related to the
deviations from the schedule (uncertainty).

This research work is being carried out following a three-
step methodology: theoretical development, case study and
computer simulations. Each of these steps is explained in
the next sections.

Theoretical development

The theoretical development consisted of the creation of a
generic model for the management of manufacturing
systems complexity (Huaccho Huatuco et al. 2001a). The
model illustrates the interaction between the production
and the scheduling functions. It takes into account the
regular monitoring of the system in order to check its
adherence to the schedule and to react accordingly if it has
deviated from schedule. This generic model highlighted
the key elements of rescheduling.

Two sets of measures were chosen for the analysis of this
research topic: traditional and entropic. Traditional
measures include: Mean Tardiness, Mean Flow Time and
Average Machine Utilisation. Entropic measures include
both Static and Dynamic complexity indices to quantify
the information content of the schedules and the
disruptions between consecutive schedules, respectively.

Additionally, two sub-models were developed for
assessing the cost and value of the complexity generated
and managed by industry when rescheduling.

This theoretical step was complemented with the practical
side of the methodology, the case study, which is
explained next.

Case study

The case study involved ALPLA UK, a major plastic-
bottle supplier based in the UK. The case study stages
were: familiarisation, data collection, analysis of results
and generation of conclusions/recommendations to the
company. Nine weeks of data were collected, consisting
of: weekly production schedules, daily revised schedules,
reasons for changes, log book notes about details of
production deviating from schedule on a daily basis.

Applying the entropic measures described above it was
possible to conclude that when rescheduling was
performed, the information content of schedules increased
in time whereas the disruption between schedules
decreased in time (Huaccho Huatuco et al. 2001b). In
connection with the latter result, a further analysis on the
value of complexity showed that rescheduling reduced the
Non-value Adding (NVA) part of the complexity whereas
it increased its Value-Adding (VA) part (Huaccho Huatuco
etal. 2001c).

In order to extend the results from this case study it is
necessary to test other different rescheduling strategies.
This cannot be done on real-world organisations, as it
would imply disrupting the operation of the manufacturing
system. This is where computer simulations play a key
role, as described next.
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Computer simulations

The computer simulations step constitutes work in
progress. The purpose of this step is to compare different
scenarios of rescheduling strategies, amalgamating the
model and measures of the theoretical development with
the experience gained from the case study.

Two sets of rescheduling strategies are being studied. First,
rescheduling strategies to handle internal disturbances,
such as: production variation and machine breakdowns.
Second, rescheduling strategies to handle external
disturbances, such as: customer changes and supplier
failures to deliver.

Those rescheduling strategies will be analysed in terms of
their effect on different kinds of complexity and how they
contribute to the overall manufacturing system
performance, using the measures mentioned earlier.

From the preliminary results of the computer simulations
step, it is possible to conclude that, as the rescheduling
strategies get more and more refined, the size of the
algorithm and the amount of input data increase.

The analysis and comparison of these scenarios will allow
generating some generic conclusions on the research topic.

Conclusions

The conclusions of this research work are two-fold. First,
theoretically it will provide a generic model to assess
different  rescheduling  strategies for  managing
manufacturing systems complexity. Second, practically
that model can be customised to the needs of a specific
company and therefore constitute a decision-making tool
to evaluate different scenarios before rescheduling the real
system.
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Solange Lemai and Romain Trinquart
LAAS-CNRS, Toulouse,7 Av. du ColonelRoche {lastnamé@Ilaas.fr

I ntroduction

Augmentingthe strengthof anartificial systemwith auton-
omy is one of the groundinggoalsof researchn the field
of planning. But paradoxicallythe problemof embedding
aplannerin areal systemhasnot beentackledface-to-ace
until recently Thanksto hugeimprovementsn the capabil-
ities of plannersandthanksto the emulationof application
domains,someimportantstepshave beenmadein this di-
rectionandin 1999the RemoteAgentExperimentJohnson
etal. 2000)hasprovideddemonstratiof spacecrafauton-
omy basedon varioustechnologiesncluding planningand
scheduling.

Animatedby thesamewill to plungeplanninginto reality
andthusto endav a systemwith high level decisionalabil-
ities, we proposein this paperthe analysisof an example
takenfrom the spacedomainandfrom which we drawv gen-
eral requirementdor a planningsystemto copewith a dy-
namiccontext. We thenconfrontthe IxTeT system(Ghallab
& Laruelle1994)with theserequirementslt is a partial or-
derplannerrelying on CSPtechniquego handlearich tem-
poral representation.From our experienceof this system,
we identify its advantagesut alsoits defaultswith respect
to this new challengingapplication.In adoptingthis critical
point of view, we tendto establisha road-mapof the future
works neededo achie/e a demonstratoof an autonomous
spacecraftontrolusingsuchplanningtechnologies.
Planning & Scheduling : a component of a generic ar-
chitecture for autonomous systems - Beforefocusingon
PlanningandSchedulingwetookamoregeneralook atthe
problemof controlling a systemmeantto actin a dynamic
context. This led us to considera genericcontrol archi-
tecturetowardswhich several importantrealizationsof the
Roboticscommunityconverge,bothin andout of the space
domain((Alami etal. 1998),(Volpeetal. 2001)). It splits
the control of a systembetweentwo levels. The low level
control is responsibleor the activation and the control of
the physicalsystem(effectorsand sensors).The high level
controlis in chage of commandinghelow level control. It
is itself composedf two submodulesa reactve partanda
deliberatve one(seeFig. 1). It hasto constructsequences
of commandsarefully so asto ensurethat all known op-
erationalconstraintsare satisfied. The complexity of this
taskis worsenby the impossibility, in a realapplication,to
list all the situationsthat might be encountered.Thus part
of the control schemahasto be adaptable.lt is the role of
the planningand schedulingcomponento allow evolution
from the initial designso asto matchthe currentcontext.
It is in chage of foreseeingpf anticipatingfuture controls
by takinginto accountthe currentstateof the systemof its
ervironmentandthe currentsetof goalsto achieve. Start-
ing from thisinformal specificatiorof aplanningcomponent
in a control architecturewe proposemore preciserequire-

High Level Control -
Deliberative Part ngg L;‘{d (;on:rol Low Level Control
(Mission management, ez 'Vel_ ar (Real Time Control)
ituation Tracking, Planning & Scheduling) (Executive)

Figurel: Theclassical3-LayersControl Architecture

mentsjustified by the studyof a spacemission.

A mission example in the space context * - We consider
a control systemembeddedn a satellitewhosemissionis
to watchover fires andto monitor the actiity of volcanos.
The satelliteis equippedwith two camerasThefirst oneis
usedto detectout breakingfires: it cantake wide pictures
aheadf the satellitewhich areanalyzedn-board.Thesec-
ondoneis usedto monitor volcanosandfire in caseoneis
detected it cantake picturesof preciselocationsthanksto
a scanmirror and of a higher resolution. The interaction
betweerthesetwo camerasentailsdynamiccontect andin-
volvestheuseof on-boardcblanning: whenafire is detected,
thesatelliteis requiredto sendanalarmto thegroundandto
take a higherresolutionpictureof thefire, thusdynamically
changingheactuity of its seconccameraBesidesontrol-
ling thesetwo camerasthe following activities shouldbe
tracked by the planning system: orbit correction attitude
change, enegy production payloadcalibration, communi-
cationwith theground .. To eachactivity corresponaneor
severalproceduresnanagedy theexecutie.

Basedon the analysisof this mission, the next section
highlights somerequirementdor the successfuluse of a
plannerin a control system. It shouldbe notedthatin this
study of on-line planning,interleared with plan execution,
the context of an autonomousatelliteenablesus to bene-
fit from somerestrictionson the encounteregroblems(a
spacecraftnovesin a moredeterministicworld thanrovers
for instance)andthusthe following requirementsnight be
incompletewith respecto the generalproblemof control-
ling anautonomousoboticsystem.

Requirementsfor dynamic planning

In this section,we try to figure out the main requirements
for a planningsystemin the context of our missionexam-
ple - requirementgoncerningooththe expressienesof its
representatioandtheflexibility of its searchprocesgo take
into accountheinteractionwith the planexecution.

The first remark that can be done when consideringa
spacedomain, is the importanceof time : almostall data
concerninghe satellite- its positiononits orbit, theground
stationvisibility windows,theareast fliesover- aredenoted
by atemporalwindow. The spacedomainbeingcloselyre-
lated to the temporalissues,a planning systemshouldbe

This exampleresultsfrom interactionswith CNES and As-
trium.



ableto handletime, afirst stepbeingto handleactionswith

differentdurations.Furthermorethe actvities of a satellite
involve somecomplex temporalfeatures.For instance the
durationof anattitudechange activity depend®ntheangle
of themanoeuvrewhereasheenegy consumediependsn
the durationof the actiity. Sothe planningsystemshould
be able to expressrich relationsbetweenthe durationand
the effectsof anactuity.

The planningsystemshouldalso be able to managere-
sourcesof differenttypes: symbolic ones(payload,solar
panels,communicationbus...) or with humeric quantities
(power, enegy, memoryspacepropellant). Theseresources
canbe borrowved, consumedand even producedduring the
mission.

Besidesthe informationusually givento a planningsys-
temin its representationf the domain(initial stateandop-
erators) someexternalconstraintdave to be takeninto ac-
countby the planner: contingenteventssuchas eclipses,
ground stationvisibility windows.. ., and the insertion of
activities completelyspecifiedoy someexternalmodule(pa-
rametersand executiontime) suchas orbit correction ma-
noeuvres.Someof theseexternalinformationcanbe com-
putedin advance(by the Orbit Controller..). But the plan-
ning systemmay alsoneedthe help of specializednodules
duringits searchto computethe parametersf actions(the
mirror movementfor instance).

Amongthe datacomputedn advance,somewill remain
valid on the horizon of oneday (the orbit andthe satellite
position on the orbit given by the Navigator). Someoth-
ershave to be computedor eachorbit suhasthe areaghat
thesatelliteflies over.. . Sothe planningsystemmayhave to
considerifferentplanninghorizonswith differentlevelsof
abstractionThe planningdurationshouldatleastguarantee
thatavalid planis availableattheendof thecurrenthorizon.

In a satellite, FDIR (Failure Detectionldentificationand
Recorery) mechanismareimplementedht eachlevel of the
architectureto beableto efficiently reactto failures.For in-
stancealmostall instrumentsaremaderedundanand,when
onebecome®utof order, a“reflex” actionwill switchtothe
otherone.In thiscontext, theplannerdoesnotneedo havea
detailedknowledgeof the systemandplanningwill bemore
efficientif it is donewith arepresentatioat a high level of
abstraction.However, it canbeinterestingto keepthe plan
relatively flexible, especiallyconcerningthe temporaland
resourceonsumptiordata,in the purposeof avoiding some
costly replanningrequestgthe plan is further constrained
duringits execution).

In the context of interleavedplanningandplanexecution,
the systemsendsback information, throughthe executie,
to the planningsystem. This informationis adaptedo the
systemrepresentationf the plannerandconcerns the ex-
ecutionstatusof the actvities, their datesof execution,the
level of resourcesthe statusof the instrumentgavailable,
failed)... To confrontthesedatawith the plan, aninterface
modulein chageof theplanmanagemeris neededetween
the executive andthe planningsystem.This Plan Manager
containsthe plan databasepropagateshe systeminforma-
tion and checksits consisteng with the constraintsof the
plan. As the executive (a procedurakystem)hasno notion
of time, the Plan Manager is alsoin chage of launching
and stoppingthe proceduresassociatedo the actvities at
the right time. For this purpose the structureof the plan
shouldcontaininformationsuchas:

e acommitmenttatus(anactivity is beingexecuted),
e anindication of the controllability of the activity (com-
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pletely controllable: the systemhasto stopit / not con-
trollable: the systemhasto wait for its termination),

e anindicationof the possibilityto interruptanactiity.

Moreover, the Plan Manager may have aninterfacewith
theusersandmanagehe missiongoals.lt maybein chage
of gatheringandformulatingall requestso theplanningsys-
tem. Requestsnay be of threetypes: computea new plan
for the next horizon, modify the currentplan to add new
goals(afire hasbeendetected..) or new actities, repair
the currentplanin caseof failure. A planfailure canresult
from afailed executionstatusof anactiity, or from the de-
tectionof inconsisteng betweenthe information sentback
andthe constraintof the plan databaseThe planningsys-
temneedshento keeptrace,in the structureof the plan, of
the dependeng betweerthe actiities (to know which ones
canstill be executedandwhich onesshouldbereplannedr
evenabandoned).

In this section,we have listed somegenerakrequirements
for a planningsystemin the contet of a satellitemission,
eachof theserequirementdeing justified by an objective
look attheexample.In the proces®f this analysiswe went
one stepfurther and provided someelementsof response,
linkedto thedesignof thearchitectureby proposingheuse
of a PlanManager This choicealsoentailsfurther specifi-
cationson the planner In the next section,we investigate
the adequatiorof a specifictemporalplannerwith all these
criteria.

IsIxTeT a good candidate for dynamic
planning?

The IXTeT systemis a lifted partial-ordemplannerbasedon
CSPmanagergo dealwith arich temporalrepresentation.
This representations a functional one : it describesthe
world asa setof multi-valuedfunctionsof time, called at-
tributes,andresource®ver which borroving, consumption
or productioncanbe specified.The plannerdealswith a set
of deterministicplanningoperatorscalledtasks,which are
temporalstructureggiving partial specificationof the evo-
lution of attributesoverthetaskduration.Usingungrounded
operatorsthesearctproces®xploresatreein theplanspace
whoseroot nodeis a structuresimilar to a taskwhich speci-
fiestheinitial situation,goalswith differentassociatedates
andexpectedcontingentventsacrosghe planninghorizon.

This quick presentatiorof the IXTeT systemalreadyof-
fers us opportunitiesto stressout someof the featuresthat
promptusto considerit asa potentialsolutionto meetthe
requirement&xpressedn theprevioussection.

The mostimmediatefeatureis the explicit handling of
time : it is possibleto expressactionswith differentdura-
tionsandeffectsoccurringat differentdatesaswell asper
sisteny of somecharacteristicef theworld overatimein-
ternval. Thusit is possibleto handleconcurrentactionsin a
detailedfashion. This explicit temporalqualificationof the
evolution of partof theworld alsoprovidessupportfor ex-
pressingmary requiredfeaturesin the initial partial plan,
suchas contingentevents expectedover the plan horizon
or actionsenforcedby externalmodulesto happenat given
dates.

Anotherimportantfeatureof IXTeT is theextensive useof
CSPmanagersvhichoffersmultiple advantagesThesearch
processeliesonthesemanagergonedealingwith atempo-
ral CSRtheotheronehandlingatemporal/ariables}o solve
conflictsin apartialplanby postingseparatiorronstraintor
to explain goalshby insertingoperatorsandthe relatedpar



tial binding constraints But beyondthesebasicfunctionali-
ties, muchof the expressvenesss achiezedthroughspecial
constraintswhich are part of the descriptionof tasks. For
instanceit is possibleto expressconstraintslinking time-
points and variables,suchas algebraicequations: this is
a way to describethe dependeng betweenthe durationof
an actionandits effects (see(Trinquart& Ghallab2001)).
Furthermorethe useof complex constraintsenablesoneto
assertheuseof avariablequantityof aresourceoveratime
interval.

Lastbut notleast,theseCSPmanagersake partin the elab-
oration of flexible plans: they computefor eachvariable
a minimal domainwhich reflectsonly the necessaryon-
straintsin the plan. Partially orderedandpartially instanti-
ated,planscanbefurtherconstrainedt executionby a plan
manageraswasadwocatedn the previoussection.

All of theseinterestingfeaturesencourageaus to usethe
IXTeT systemas the foundationto develop a control sys-
tem endaved with planningcapabilities. However this list
of positive pointsshouldnot pushusto subjectvity; there-
mainderof this sectionis dedicatedo the defaultsof IxTeT
andto the evaluationof the gapto fill in orderto build a
"dynamicplanner”.

IXTeT hasmainly beenusedasan off-line plannerelabo-
ratingaplanbasednthedescriptionof thegoals,of theini-
tial situationandof its operatorsHowever, sinceit performs
a searchin the planspacejt canquite easelybe adaptedo
incrementablanningandto plan-meging operations Such
a work hasbeendonefor the PROBA project (managing
the missionof an obsenation satellite)in (Gout, Fleury, &
Schindler1999), wheregoals(imagerequestswereincre-
mentally insertedin the plan (but without invalidating it).
In the caseof our missionexample,addingnew goalsmay
requirethe replacemenof previously plannedactiities by
new ones.Furtherwork needgo be doneto embedhe abil-
ity of partially invalidatinga plan and, from the resulting
partialplan,elaborateacompleteplancorrespondingo new
goalsandanew initial state.

Thanksto the CSP-basedpproach|xTeT providesflexi-
ble plansto the PlanManager However, theseCSPshandle
only controllablevariablesbut mary actiities may involve
uncontrollableones. This problemhasbeenaddressedn
the caseof temporalvariables- see(Morris, Muscettola,&
Vidal 2001) for an adaptationof the temporalmanagetrto
verify the DynamicControllability Property-andin thecase
of atemporalariables- see(Famgier, Lang,& Schiex 1996)
for consisteng checkingandminimal domaincomputation
in aCSPmixing bothcontrollableandnoncontrollablevari-
ables.

Another interestingimprovementof the IxTeT planner
would be to enablethe useof specializedmodulesduring
the searchprocesso computesomeparameter®f the ac-
tivities insertedin the plan. This work dependsa lot on the
type of informationthatis required. The maindifficulty to
dothiscomedromthefactthattheplanningprocesss based
on leastcommitmentandthatactvities arepartially instan-
tiated. It shouldbe notedthat somework hasalreadybeen
donein thatway with the objectiveto combinelxTeT with a
motionplannerto computecertaindataconcerningheposi-
tion of arobot(see(Lamare& Ghallab1998)).

At last,we could notfinish this studyof IxTeT’s defaults
without mentioningthat, in spiteof its advantages namely
soundnesandcompletenessthe planningprocesshasone
major drawback: it is not guaranteedo endin a limited
time. Domaindependenteuristicscanbedefinedto givean
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acceptableesponsdime in most casesbut somestandby
procedureshouldbe foreseerin casethe planningprocess
laststoo long.

Conclusion

In this shortpaper we summarizedhe work we startedto
realizea prototypefor demonstratinghe use of advanced
planningtechnologiesn the context of anearthobsenation
satellitemission.We startedwith ananalysisof the mission
context soasto exhibit requirementsor theplanningsystem
usedin this application. Thenwe discussedhe adequation
of the IXTeT systemwith sucha realization.We draw posi-
tive conclusionsvhich incite usto engageefforts in various
directionsto actuallyembedhis systenin adynamicframe-
work. Thetwo mainissueghatwewantto addressn aclose
futureare:

¢ thecontrolof thesearchprocesgo respondo thetempo-
ral constraintsnducedby the on-line setting,

e plan modificationstratgiesin caseof inadequayg to the
stateof the systenresultingfrom execution.
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Abstract

Many applicationssuchas planning, scheduling,computa-
tional linguisticsandcomputationamodelsfor molecularbi-

ology involve systemscapableof managingqualitatve and
metric time information. An importantissuein designing
suchsystemss the efficient handlingof temporalinforma-
tion in anevolutive ervironment.In apreviouswork, we have
developeda temporalmodel, TemPro,basedon the interval

algebra,to expresssuchinformationin termsof qualitatve
andquantitatve temporalconstraintsin orderto find agood
policy for solvingtime constraintsn adynamicervironment,
we presentin this paper a studyof dynamicarc-consistenc
algorithmsin the caseof temporalconstraintsWe shaw that,
anadaptatiorof the new AC-3 algorithmpresentgpromising
resultscomparingto the other dynamic arc-consistenc al-

gorithms. Indeed,while keepingan optimal worst-casdime
compleity, thisalgorithmhasa betterspacecompleity than
the othermethods.

Keywords: TemporalReasoningPynamicArc Consistenyg,
Planning,Scheduling.

I ntroduction

Many applicationssuchas planning,scheduling,computa-
tional linguistics(Song& Cohen1991; Hwang & Shubert
1994), data basedesign(Ogun 1996) and computational
modelsfor moleculabiology(Golumbic& Shamir1993)in-
volve managingemporalconstraintsin linearplanning,for
example,during the searchprocesghe plannermustorder
the setof actionsforming the planby imposinga collection
of appropriateorderingconstraints. Theseconstraintsare
essentiato guarantedhe consisteng of the resultingplan,
thatis, to guaranteehatif the actionsareexecutedstarting
at the initial stateand consistentlywith theseconstraints,
thenthegoalwill beachieved. In nonlinearplanning(Chap-
man 1987; Penberthy& d. Weld 1994) wherethe actions
in a planare partially ordered ,maintainingthe consisteng
of the orderingconstraintsis required,for example,when
theplannerattemptgo establisha subgoaby reusinganac-
tion alreadyin theplanunderconstruction Reasoningibout
constraintghat preventanactionA from lying within a cer
tain interval betweentwo other actionsA; and A; is also
importantin plannerssuchasUCPOP(Penberth& d. Weld
1992). Thedevelopmentbof adomain-independenémporal
reasoningsystemis then practicallyimportant. An impor-

tantissuein designingsuchsystemss theefficienthandling
of qualitatve andmetrictime information. Indeed the sep-
arationbetweenthe two aspectgdoesnot exist in the real
world. In our daily life actuities, for example,we combine
thetwo type of informationto describedifferentsituations.
In the caseof schedulingoroblemswe canhave qualitative
informationsuchasthe orderingbetweerntasksandquanti-
tative information describingthe temporalwindows of the
tasksi.e earlieststarttime, latestendtime andthe duration
of eachtask.

In apreviouswork(Mouhoub,Charpillet,& Haton1998),
we have developeda temporalmodel, TemPro, basedon
the interval algebra,to expresssuchinformationin terms
of qualitatve and quantitative temporalconstraints. Tem-
Protranslatesinapplicationinvolving timeinformationinto
abinaryConstraintSatisactionProblent whereconstraints
aretemporalrelations,we call it TemporalConstraintSat-
isfactionProblem(TCSP¥. Managingtemporalinformation
consiststhenin solving the TCSPusinglocal consisteng
algorithmsand searchstratgjies basedon constraintsatis-
factiontechniques.

The aim of our work hereis to solve a TCSPin a dy-
namic ervironment. Indeed,in the real world, when solv-
ing a TCSPwe may needto add new informationor relax
someconstraintsvhen, for example,thereareno more so-
lutions(caseof over constrainedoroblems). In this paper
wewill mainlyfocuson maintainingthearc-consistencdy-
namically In apreviouswork, we have usedarc-consistenc
algorithms(MouhoubCharpillet,& Haton1998)to reduce
the size of the TCSP representinghe initial problem, by
removing somevaluesthat do not belongto ary solution.
Indeed,an arc-consistencalgorithmremovesall inconsis-
tenciesinvolving all subset®of 2 variablesbelongingto the
setof variablesof the problem. In a dynamicervironment
we needto checkif therestill exist solutionsto the prob-
lem every time a constrainthas beenaddedor removed.
Adding temporalconstraintscan easily be handledby the
arc-consistenc algorithmswe have used,we have just to

1A binary CSPinvolvesa list of variablesdefinedon finite do-
mainsof valuesandallist of binaryrelationsbetweervariables.

2Note thatthis nameandthe correspondingcrorym wasused
in (Dechter Meiri, & Pearl1991). A comparisorof the approach
presentedn this paperand our model TemProis describedin
(Mouhoub,Charpillet,& Haton1998).
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putin this casethe new constraintin the lists of constraints
to be checled. However, constraintrelaxationcannotbe
handledby thesealgorithms. Indeed,whenwe remove a
constraint,thesealgorithmscannotfind which value, that
hasbeenalreadyremoved, mustbe put backandwhich one
mustnot. We mustthenuseincrementahrc-consistencal-
gorithmsinstead (called also dynamic arc-consisteng al-
gorithms). Somedynamicarc-consistencalgorithmshave
alreadybeenproposedn the literature. We alsopresentn
thispaperanew dynamicarc-consistencalgorithmwhichis
a modificationof a recentarc consisteng algorithm(Zhang
& Yap2001)in orderto handledynamicconstraints Com-
parisonstestsof the differentdynamicarc consisteng al-
gorithmswere performedon randomly generatediynamic
temporalconstrainproblems.Theresultsshowv thatthenew
algorithmwe proposehasbetterperformancehantheothers
in mostcases.

Therestof the paperis organizedasfollows: in the next
section,we will presentthroughan example,the different
component®f themodelTemProandits correspondinges-
olution methods. Maintaining dynamicarc-consistencin
the caseof temporalconstraintds thenpresentedn section
3. Section4 is dedicatedo the experimentalcomparisorof
thedifferentdynamicarc-consistencalgorithms.Conclud-
ing remarksandpossibleperspectiesof our work arethen
presentedhn section6.

K nowledge Representation

Examplel: Considerthe following typical temporalrea-
soningproblent:

1. John,Mary andWendysepar ately rodeto thesoccer
game

2. It takes John 30 minutes, Mary 20 minutes and
Wendy50 minutesto getto thesoccergame

3. Johneitherstarted or arrived justasMary started.

4. John either started or arrived just as Wendy
started.

5. Johnleft homebetween 7:00 and 7:10.

6. Mary and Wendyarrived together but started at
different times.

7. Mary arrived at work between 7:55 and 8:00.
. John’strip overlapped thesoccergame

9. Mary’strip took placeduring the gameor elsethe
gametookplaceduring hertrip.

(o]

The above story includesnumericand qualitative infor-
mation(words in boldface). There are four main events:
John,Mary andWendyaregoingto the soccelgamerespec-
tively andthe soccergameitself. Somenumericconstraints
specifythe durationof the differentevents,e.g. 20 minutes
is the duration of Mary’s event Othernumericconstraints
describeghetemporalwindows in which the differentevents

3This problemis basicallytaken from anexamplepresentedby
Ligozat, GuesgerandAnger at the tutorial: Tractabilityin Quali-
tative Spatialand TemporalReasoning|lJCAI'01. We have added
numericconstraintdor the purposeof our work.

occur And finally, symbolicconstraintstatetherelative po-
sitionshetweereventse.g. John'strip overlappedhesoccer
game

Given thesekind of information, one importanttask is
to representind reasonaboutsuchknowledgeand answer
queriessuchas: “is theabove problemconsisten®”, “what
arethe possibletimesat which Wendyarrived at the soccer
game?”, ... etc.
To reachthis goal, and using an extensionof the Allen
algebra(Allen 1983) to handle numeric constraints, our
model TemPro transformsa temporal problem involving
numeric and symbolic information into a temporal con-
straintsatisactionproblem(TCSP)includingasetof events
{EV4,...,EVi}, eachdefinedon adiscretedomainstanding
for the setof possibleoccurrence@ime intervals)in which
the correspondingvent canhold; anda setof binary con-
straints,eachrepresenting qualitative disjunctie relation
betweenra pair of eventsandthusrestrictingthe valuesthat
the eventscan simultaneouslytake. A disjunctive relation
involvesoneor moreAllen primitives.

Relation Symbol | Inverse| Meaning
X precedey P P~ XXX YYY
X equalsY E E XXX
YYY
X meetsY M M~ XXXYYY
X overlapsY @] o~ XXXX
YYYY
X duringy D D~ XXX
YYYYYY
X startsY S S- XXX
YYYYY
X finishesY F F~ XXX
YYYYY

Tablel: Allen primitives

Theinitial problemof figure 1 correspondso the trans-
formationof the temporalreasoningoroblem,we presented
before, to a TCSP using the model TemPro. Informa-
tion aboutthe relative positionbetweeneachpair of events
is corverted to a disjunction of Allen primitives. In-
deedAllen(Allen 1983)hasproposedL3 basicrelationsbe-
tweentimeintervals: startS),during(D), meet{M), over
laps(O), finisheqF), precedeg¢P), their corversesand the
relation equalqE) (seetable 1 for the definition of the 13
Allen primitives). For example,the information “John ei-
ther startedor arrived just as Wendy started”is translated
asfollows: J (SVM) W. In the casewherethereis noin-
formationbetweena pair of events,the correspondingela-
tion is representetby the disjunctionof the 13 Allen primi-
tives(sincethis constraintis not considerediuringthereso-
lution processit doesnot appearon the graphof constraint
asit is the casein figure 1 concerninghe relationbetween
Wendyandthe Soccergame).

Thedomainof eacheventcorrespondingo the setof possi-
ble occurrenceéwe call it SOPO)that eacheventcantake
is generatedgiven its earlieststart time, latestend time
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Figurel: Applying arc-consistencto atemporalproblem

and duration. In the caseof Wendy's event, sincewe do
not have ary informationaboutthe earliestandlatesttime,
theseparametersre setrespectiely to 0 andthe constant
horizon(time beforewhich all eventsshouldbe performed).
After a symbolic— numericpre-processtheseparameters
arethensetto 5 and60 respectiely.

Solving a TCSP consistsof finding an assignmenbf a
valuefrom its domainto every variable,in sucha way that
every constraintis satisfied. Sincewe are dealingwith a
constraintsatiskction problem, deciding consisteng is in
generalNP-hard. In orderto overcomethis difficulty in
practice we have developed(MouhoupCharpillet,& Haton
1998) a resolutionmethodperformedin two stages.Local
consisteng algorithmsarefirst usedto reducethe sizeof the
TCSPby remaving someinconsistentaluesfrom the vari-
abledomaingin the casewherearc-consistengcis applied)
andsomeinconsistenfllen primitivesfrom the disjunctive
gualitative relationg(in the casewhere path consisteng is
performed). A backtracksearchis then performedto look
for a possiblesolution. Whenapplying AC-3 to our tempo-
ral problem(seefigure 1) thedomainof eventJ is reduced.

Dynamic M aintenance of L ocal Consistency
for Temporal Constraints

Dynamic Constraint Satisfaction Problem

A dynamicconstrainsatistctionproblem(DCSP)P is ase-
guenceof staticCSPsPy, ..., P, P41, ..., P, eachresulting
from a changein the precedingone imposedby the “out-
sideworld”. This changecaneitherbe arestriction(adding
anew constraint)or a relaxationremoving a constraintbe-
causeit is no longerinterestingor becausehe currentCSP

“Note that someCSP problemscan be solved in polynomial
time. For example,if the constraintgraphcorrespondingo the
CSPhasno loops,thenthe CSPcanbe solvedin O(nd?) wheren
is the numberof variablesof the problemandd is the domainsize
of thedifferentvariables

hasno solution). More precisely P11 is obtainedby per
forming a restriction(addition of a constraint)or a relax-
ation(suppressiorf a constraintjon P. We considerthat
Po (initial CSP)hasanemptysetof constraints.

Dynamic Temporal Constraint Satisfaction
Problem

Sincea TCSPis a CSPin which constraintsare disjunc-
tionsof Allen primitives,thedefinitionof adynamictempo-
ral constraintsatisaction problem(DTCSP)is slightly dif-
ferentfrom the definition of a DCSP Indeedin the caseof
a DTCSPR arestrictioncanbe obtainedby removing oneor
more Allen primitive from a given constraint. A particu-
lar caseis whenthe constraints equalto the disjunctionof
the 13 primitives(we call it the universalrelation|) which
meansthat the constraintdoesnot exist(thereis no infor-
mationabouttherelationbetweerthetwo involvedevents).
In this particularcase,removing one or more Allen prim-
itivesfrom the universalrelationis equivalentto addinga
new constraint. Using the sameway, a relaxationcan be
obtainedby addingoneor moreAllen primitivesto a given
constraint.A particularcaseis whenthenew constrainthas
13Allen primitiveswhichis equialentto thesuppressionf
theconstraint.

Figure2 shaws arestrictionon the problemof examplel
obtainedby removing someAllen primitivesfrom the con-
straintbetweenWendy’s event and the soccergame. This
restrictionis equialentto the addition of the following in-
formationto our problem: 10. Wendys trip took placedur-
ing the gameor elsethegametookplaceduring hertrip.

Dynamic Arc-Consistency Algorithms

The arc-consisteng algorithmswe have usedto solve a
TCSP(Mouhoub,1998)caneasilybe adaptedo updatethe
variable domainsincrementallywhen adding a newv con-
straint.In ourexample,addingthenew constrain{seefigure
2) will leadto an arcinconsistenfTCSPwhich leadsto an
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Figure?2: A restrictionin aDTCSP

inconsistenT CSP Letusassumeow thatto restorghearc-
consisteng we decideto relaxthe TCSPby addingoneor
moreAllen primitivesto a chosenconstrain{one of the 10
constraintof our problem).In this casethearc-consistenc
algorithmsare unableto updatethe variabledomainsin an
incrementalvay becausehey arenot ableto determinethe
setvaluesthat mustbe restoredto the domains. The only
way, in this case,is to resetthe domains,addall the con-
straintg(including the updatedone) to the “unconstrained”
TCSP(TCSPwith no constraintspndthenperformthearc-
consisteng algorithm. To avoid this drawvback, dynamic
arc-consistengc algorithmshave beenproposed. Bessere
hasproposedDnAC-4(Bessere 1991) which is an adapta-
tion of AC-4(Mohr & Hendersonl986). This algorithm
storesa justification for eachdeletedvalue. Thesejusti-
ficationsare then usedto determinethe set of valuesthat
have beenremoved becauseof the relaxed constraintand
S0 can processrelaxationsincrementally DnAC-4 inher
its the bad time and spacecompleity of AC-4. Indeed,
comparingto AC-3 for example, AC-4 hasa bad average
time compleity(Wallace1993). Theworst-casespacecom-
plexity of DnAC-4 is O(ec? + nd) (e,d and n are respec-
tively thenumberof constraintsthe domainsizeof thevari-
ablesandthe numberof variables). To work out the draw-
back of AC-4 while keepingan optimal worst casecom-
plexity, Bessere hasproposedAC-6(Bessere 1994). De-
bruynehasthenproposednAC-6 adaptingheideaof AC-
6 for dynamicCSPsby usingjustificationssimilar to those
of DnAC-4(Debruynel995). While keepingan optimal
worst casetime complexity (O(ed?)), DnAC-6 hasa lower
spacerequirement$O(ed+ nd)) than DnAC-4. To solve
the problem of spacecompleity, Neveu and Berlandier
proposedAC|DC(Neuveu & Berlandier1994). AC|DC is
basedn AC-3 anddoesnot requiredatastructuredor stor
ing justifications. Thusit hasa very good spacecomplex-
ity (O(e+ nd)) but is lessefficientin time thanDnAC-4. In-
deedwith its O(ed®) worstcasetime compleity, it is notthe
algorithmof choicefor largedynamicCSPs.More recently
Zhangand Yap proposedan new versionof AC-3(called

AC-3.1) achieving the optimal worst casetime compleity
with O(ed?) ((Zhang& Yap2001)P. We have modifiedthis
algorithmin orderto solve dynamicCSPsaswe believe the
new algorithm(thatwe call AC-3.1]DC) may provide better
performancehanDnAC-4 andDnAC-6.

AC-3.1|DC

Beforewe presenthealgorithmAC3.1|DC, let usrecallthe
algorithmAC-3 andthe new view of AC-3(calledalsoAC-
3.1) proposedby ZhangandYap(Zhang& Yap2001).
Mackworth(Mackworth 1977) has presentedthe algo-
rithm AC-3for enforcingarc-consistencona CSP Thefol-
lowing is the pseudo-cod®f AC-3in the caseof a TCSP
The worst casetime compleity of AC-3 is boundedby
O(ed®)(Mackworth & Freuder1985). In fact this com-
plexity dependamainly on the way line 3 of the function
REVISE is implemented. Indeed,if arytime the arc (i, j)
is revised, b is searchedrom scratchthen the worst case
time complexity is O(ed®). Insteadof asearcHrom scratch,
Zhangand Yap(Zhang& Yap 2001) proposeda new view
that allows the searchto resumefrom the point where it
stoppedin the previous revision of (i, j). By doing sothe
worstcasetime compleity of AC-3is achievedin O(ed?).

Function REVISE(, j)
REVISE «+ false
For eachinterval a €¢ SOPQ Do
If ~compatible(a,b) for each interval b € SOPO; Then
remove a from SOPQ
REVISE «true
End-If
End-For

NoakrwbdE

5Another arc consisteng algorithm(called AC-2001) based
on the sameidea as AC-3.1(and having an O(ed?) worst case
time compleity) was proposedby Bessere and Régin(Bessére
& Régin2001). We have chosenAC-3.1 for the simplicity of its
implementation
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Figure3: ExperimentallestsonrandomDTCSPs

Algorithm AC-3
1. GivenaTemPronetwork TN = (E,R)
(E: setof events
R: setof disjunctiverelationshetweerevents

2. Qe {(pIG)err
(list initialized to all relationsof TN)
3. WhileQ# Nil Do
4. Q«Q-{(i,i)}
5. If REVISE(i, j) Then
6. Q QU{(ki) | (ki) e RAK# |}
7. End-If
8. End-While

In the caseof constraintrestriction,AC-3.1)DC worksin
the sameway as AC-3.1. The worst-casdime compleity
of arestrictionis thenO(ed?). The moreinterestingques-
tion iswhetherAC-3.1DC’stime compleity canremainthe
sameduringretractions.Indeed,if we usethe sameway as
for AC|DC (Neuveu& Berlandierl994),onemajorconcern
is thatduringthe restrictions the AC-3.1algorithmkeepsa
Resumeable of the last placeto startcheckingfor consis-
tengy from. Unfortunately during retractionsthis Resume
tablemayprove uselesssvaluesin thedomainof nodesare
restored.Our attemptwasto follow anideaobsenedfrom
the DnACS6 algorithm. Insteadof replacingvaluesin the
nodein the orderthey were deleted,the algorithm should
placethesevaluesto berestoredatthe endof thelist of val-
uesfor thatnode,therebykeepingthe Resumeableintact.
More preciselythe constraintelaxation,of a givenrelation
(k,m) for example,is performedn 3 steps

1. An estimatiorn(over-estimation)of the setof valuesthat
have beenremovedbecausef theconstraintk, m) is first
determinedby looking for the valuesremoved from the
domainsof k andm thathave no supporton (k, m),

2. theabove setis thenpropagatedo the othervariables,

3. andfinally afiltering procedurebasedon AC-3.1is then
performedto remove from the estimationsetthe values
which are not arc-consistentith respectto the relaxed
problem.

Sincethe time compleity of eachof the above stepsis
O(ed?), the worst-casetime complexity of a relaxationis
O(ed?). Comparingto AC|DC, AC3.1DC hasabettertime
compleity. Indeed themaindifferencebetweerAC3.1/DC
andAC|DC is thethird step. This latersteprequiresO(ed®)

in the caseof AC|DC (which resultsin a O(ed®) worstcase
time compleity for arestriction).In the caseof AC3.1DC,
the third stepcanbe performedin O(ed?) in the worstcase
becausef theimprovementwe mentionedabove. Compar
ing to DNAC-4 andDnAC-6, AC-3.1|DC hasa betterspace
compleity (O(e+ nd)) while keepinganoptimalworst-case
time complexity (O(ed?)).

Experimentation

In orderto comparethe performanceof the 4 dynamicarc-
consisteng algorithmswe have seenin the previous sub-
section,in the caseof temporalconstraints,we have per

formedtestson randomlygenerated TCSPs.Thecriterion
usedto comparethe above algorithmsis the computingef-

fort neededby analgorithmto performthe arc consisteng.

Thiscriterionis measuredby therunningtimein secondse-

quiredby eachalgorithm. The experimentswvereperformed
on a SUN SRARC Ultra 5 station. All the proceduresare
codedin C/C++. 3 classef instancescorrespondingo 3

type of testsweregeneratedsfollows:

casel: actionscorrespondo additionsof constraintsC =
N(N—1)/2 (constraintareaddeduntil acompletegraph
is obtained).

case?2: actions can be additions or retractionsof con-
straints.
C = N(N —1)/2 additions+ N(N — 1) /4 retractiongthe
final TCSPwill have N(N — 1) /4 constraints).

case 3: this caseis similar to casel but with inconsistent
DTCSPs. Indeedin the previous 2 casesthe generated
DTCSPsare consistent.In this last caseconstraintsare
addeduntil anarcinconsisteng andthusa globalincon-
sisteny is detectedthe inconsisteng is detectedf one
variable domainbecomesmpty). Retractionsare then
performeduntil the arc-consistengis restored.

Results

Figure3a)showvstheresultsof testscorrespondingo casel.
As we caneasily see,the resultsprovided by DnAC-6 and
AC-3.1DC arebetterthantheonesprovidedby AC|DC and
DnAC-4(which do not appearon the chart). SinceDnAC-
6 requiresmuchmore memoryspacethanAC-3.1DC, this
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latteris the algorithmof choicein the caseof constraintad-
ditions. Figure 3b) and 3c) correspondo case2 andcase3
respectiely. DnAC-4 andDnAC-6 have betterperformance
in this casethanAC3.1]DC andAC|DC (therunningtime of
ACIDC is very slow comparingto the other3 algorithms).
However, sinceAC3.1/DC doesnotrequirealot of memory
space,it haslesslimitations than DnAC-4 and DnAC-6 in
termsof spacerequirementgspeciallyin the caseof prob-
lemshaving largedomainsizes.

Conclusion and Future Wor k

In this paperwe presenta comparatie study of dynamic
arc-consistendlgorithmsin the caseof temporalconstraint
problems. The resultsshavn demonstrateéhe efficiency of
AC-3.1DC, which is an adaptationof the new AC-3 al-
gorithm for dynamicconstraintscomparingto otheralgo-
rithms. Indeed,while keepingan optimal worst-caseime
compleity, AC-3.1DC requiresless memory spacethan
DnAC-4andDnAC-6.

One perspectie of our work is to look for a methodto
maintainpathconsisteng whendealingwith dynamictem-
poral constraints.Indeed,as we have shavn in(Mouhoub,
Charpillet,& Haton1998),pathconsisteng is usefulin the
filtering phasdo detectheinconsisteng whensolvingtem-
poralconstraintproblemsandalsoin the casewherethe nu-
meric informationis incomplete. The other perspectie is
to handlethe addition andrelaxationof constraintsduring
the backtracksearchphase.For example,supposehatdur-
ing the backtracksearcha constraintis addedwheninstan-
tiating the currentvariable. In this case,the instantiation
of the variablesalreadyinstantiatecshouldbe reconsidered
andthe domainsof the currentandfuture variablesshould
beupdated.
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